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Lecture 15:
Structured M

odeling M
ethods

Basics of Structured A
nalysis

N
otations used

M
odeling Process

Variants
SA

D
T

SA
SS

SSA
D
M

SRD

A
dvantages and D

isadvantages



University of Toronto
D
epartm

ent of Com
puter Science

©
 2001, Steve E

asterbrook
CSC444 Lec15 2

Structured A
nalysis

2. Current
logical system

1. Current
physical system

3. N
ew logical

system

4. N
ew

physical system

A
bstract

(essential functions)

Concrete
(detailed m

odel)

indicative
(existing system

)
optative

(new system
)

D
efinition

Structured A
nalysis is a data-oriented approach to conceptual m

odeling
Com

m
on feature is the centrality of the dataflow diagram

M
ainly used for inform

ation system
s

variants have been adapted for real-tim
e system

s

M
odeling process:

M
odel of current physical system

 only useful as basis for the logical m
odel

D
istinction between indicative and optative m

odels is very im
portant:

M
ust understand which requirem

ents are needed to continue current functionality,
and which are new with the updated system
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Central Concepts
Process (data transform

ation)
ƒ

activities that transform
 data

ƒ
related by dataflows to other
processes, data store, and external
entities.

D
ata flow
ƒ

indicate passage of data from
 output

of one entitie to input of another

ƒ
represent a data group or data
elem

ent

D
ata store
ƒ

a place where data is held for later
use

ƒ
D
ata stores are passive: no

transform
ations are perform

ed on the
data

External entity
ƒ

A
n activity outside the target system

ƒ
A
cts as source or destination for

dataflows that cross the system
boundary

ƒ
External entities cannot interact
directly with data stores

D
ata group
ƒ

A
 cluster of data represented as a

single dataflow

ƒ
Consists of lower level data groups,
or individual elem

ents

D
ata elem

ent
ƒ

a basic unit of data

Source: A
dapted from

 Svoboda, 1990, p257
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M
odeling tools

D
ata flow diagram

Context diagram
 (“Level 0”)

whole system
 as a single process

Interm
ediate level D

FD
s decom

pose each process
Functional prim

itives are processes that cannot be decom
posed further

D
ata dictionary

D
efines each data elem

ent and data group
U
se of BN

F to define structure of data groups

Prim
itive Process Specification

Each functional prim
itive has a “m

ini-spec”
These define its essential procedural steps
Expressed in English narrative, or som

e form
 of pseudo-code

Structured W
alkthrough

Source: A
dapted from

 Svoboda, 1990, p258-263
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Level n: subprocesses

3.1
request
res.

3.2.
log

3.3.
track

booking
system

Request id.
Request id.

tim
estam

ps
booking

confirm
ation

booking
request

preferences

Level n: subprocesses

3.1
request
res.

3.2.
log

3.3.
track

booking
system

Request id.
Request id.

tim
estam

ps
booking

confirm
ation

booking
request

preferences

Level 2: subprocesses

3.1
request
reser-
vations

3.2.
confirm
booking

3.3.
collate

confirm
-

ations

booking
system

Req id.
Req id.

seat
data

booking
confirm

ation

booking
request

seating prefs

H
ierarchies of D

FD
s

ticket
system

booking
system

custom
er

tickets
booking

confirm
ation

booking
request

custom
er

query

Level 0: Context D
iagram

check
schedule

issue
tickets

Proposed
itinerary

booked
itinerary

booking
request

1.
determ

ine
form

 of
travel

2.
check

schedule

3.
reserve
seats

4.
issue

tickets

Tim
etables

Fare tables

custom
er

booking
system

custom
er

travel
request

custom
er

query

schedule
proposed
itinerary

proposed
itinerary

booked
itinerary

fares

tickets

booking
confirm

ation

booking
request

Level 1: W
hole System
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D
ata D

ictionary & Process Specs
Exam

ple D
ata D

ictionary
M

ailing Label =
custom

er_nam
e +

custom
er_address

custom
er_nam

e =
custom

er_last_nam
e +

custom
er_first_nam

e +
custom

er_m
iddle_initial

custom
er_address =

local_address +
com

m
unity_address + zip_code

local_address =
house_num

ber + street_nam
e +

(apt_num
ber)

com
m
unity address =

city_nam
e + [state_nam

e |
province_nam

e]

Exam
ple D

ata D
ictionary

M
ailing Label =
custom

er_nam
e +

custom
er_address

custom
er_nam

e =
custom

er_last_nam
e +

custom
er_first_nam

e +
custom

er_m
iddle_initial

custom
er_address =

local_address +
com

m
unity_address + zip_code

local_address =
house_num

ber + street_nam
e +

(apt_num
ber)

com
m
unity address =

city_nam
e + [state_nam

e |
province_nam

e]

Source: A
dapted from

 Svoboda, 1990, p262-4Exam
ple M

ini-Spec
FO

R EA
CH

 Shipped-order-detail

GET custom
er-nam

e + custom
er-

address

FO
R EA

CH
 part-shipped

GET retail-price

M
U
LTIPLY retail-price by 
quantity-shipped

TO
 O

BTA
IN

 total-this-order

CA
LCU

LA
TE shipping-and-handling

A
D
D
 shipping-and-handling TO

total-this-order

TO
 O

BTA
IN

 total-this-invoice

PRIN
T invoice

Exam
ple M

ini-Spec
FO

R EA
CH

 Shipped-order-detail

GET custom
er-nam

e + custom
er-

address

FO
R EA

CH
 part-shipped

GET retail-price

M
U
LTIPLY retail-price by 
quantity-shipped

TO
 O

BTA
IN

 total-this-order

CA
LCU

LA
TE shipping-and-handling

A
D
D
 shipping-and-handling TO

total-this-order

TO
 O

BTA
IN

 total-this-invoice

PRIN
T invoice
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D
FD

 variants

A
ctivity

Incom
ing

data

Perform
ing

m
echanism

Control
data

Transform
ed

data

N
am

e
ID

N
am

e

N
am

e
ID

N
am

e
ID

Source: A
dapted from

 Svoboda, 1990, p264-5

Structured A
nalysis and D

esign Technique (SA
D
T)

D
eveloped by D

oug Ross in the m
id-70’s

U
ses activity diagram

s rather than dataflow diagram
s

D
istinguishes control data from

 processing data

Structured A
nalysis and System

 Specification
(SA

SS)
D
eveloped by Yourdon and D

eM
arco in the  m

id-70’s
‘classic’ structured analysis

Structured System
 A

nalysis (SSA
)

D
eveloped by Gane and Sarson

N
otational style slightly different from

 Yourdon &
D
eM

arco
A
dds data access diagram

s to describe contents of
data stores

Structured Requirem
ents D

efinition (SRD
)

D
eveloped by Ken O

rr in the m
id-70’s

Introduces the idea of building separate m
odels for

each perspective and then m
erging them
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SA
SS m

ethodology
1. Study current environm

ent
draw D

FD
 to show how data flows through current organization

label bubbles with nam
es of organizational units or individuals

2. D
erive logical equivalents

replace nam
es with action verbs

m
erge bubbles that show the sam

e logical function
delete bubbles that don’t transform

 data

3. M
odel new logical system

M
odify current logical D

FD
 to show how info will flow once new system

 is in place
D
on’t distinguish (yet) which com

ponents will be autom
ated

4. D
efine a num

ber of autom
ation alternatives

docum
ent each as a physical D

FD
A
nalyze each with cost/benefit trade-off

Select one for im
plem

entation
W

rite the specification

Source: A
dapted from

 D
avis, 1990, p83-86
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A
lternative Process M

odel: SRD
1. D

efine a user-level D
FD

interview each relevant individual in the current organization
actually a role, rather than an individual

Identify the inputs and outputs for that individual
D
raw an ‘entity diagram

’ showing these inputs and outputs

2. D
efine a com

bined user-level D
FD

M
erge all alike bubbles to create a single diagram

Resolve inconsistencies between perspective

3. D
efine the application-level D

FD
D
raw the system

 boundary on the com
bined user-level D

FD
Then collapse everything within the boundary into a single process

4. D
efine the application-level functions

label the inputs and outputs to show the order of processing for each
function

I.e. for function A
, label the flows that take part in A

 as A
1, A

2, A
3,...

Source: A
dapted from

 D
avis, 1990, p72-75
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Later developm
ents

Later work recognized that:
developm

ent of both current physical and current logical m
odels is overkill

top down developm
ent doesn’t always work well for com

plex system
s

entity-relationship diagram
s are useful for capturing com

plex data

Structured A
nalysis / Real Tim

e (SA
/RT)

D
eveloped by W

ard and M
ellor in the m

id-80’s
Extends structured analysis for real-tim

e system
s

A
dds control flow, state diagram

s, and entity-relationship m
odels

M
odern Structured A

nalysis
Captured by Yourdon in his 1989 book
U
ses two m

odels: the environm
ental m

odel and the behavioral m
odel

together these com
prise the essential m

odel

Includes plenty of advice culled from
 m

any years experience with structured
analysis
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Real-tim
e extensions

Control
line

conditions
3.1

m
aterial
inlet
3.3

Controlling
tension

3.4

M
onitor

Tension
3.5

Report
line

status
3.2

Tension settings table

Enable

Enable
Enable

Enable
D

isable

D
isable

D
isable

D
isable

Line
tension

Line
status

Tension
inlet control

Current
tension

Current
gauge

Line
tension

Tension off
Tension ok

Inlet
control

Source: A
dapted from

 Svoboda, 1990, p269

nam
e

ID

nam
e

Control 
Transfor-
m

ation

Control flow
(continuous)
Control
Store

Control flow
(discrete)

KEY
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Evaluation of SA
 techniques

A
dvantages

Facilitate com
m
unication.

N
otations are easy to learn, and don’t require software expertise

Clear definition of system
 boundary

U
se of abstraction and partitioning

A
utom

ated tool support
e.g. CA

SE tools provide autom
ated consistency checking

D
isadvantages

Little use of projection
even SRD

’s ‘perspectives’ are not really projection

Confusion between m
odeling the problem

 and m
odeling the solution

m
ost of these techniques arose as design techniques

These approaches m
odel the system

, but not its application dom
ain

Tim
ing & control issues are com

pletely invisible
although extensions such as W

ard-M
ellor attem

pt to address this

Source: A
dapted from

 D
avis, 1990, p174
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