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Figure 1: (a, b, c) Route Tapestries are continuous orthographic-perspective projections of the scenes along the camera route
of a 360°virtual tour video. (d) Tapestry Player uses Route Tapestries as its timeline for efficient navigation of 360° virtual tour
videos. Video source: https://youtu.be/kdGlselFto0

ABSTRACT
An increasingly popular way of experiencing remote places is by
viewing 360° virtual tour videos, which show the surrounding view
while traveling through an environment. However, finding par-
ticular locations in these videos can be difficult because current
interfaces rely on distorted frame previews for navigation. To alle-
viate this usability issue, we propose Route Tapestries, continuous
orthographic-perspective projection of scenes along camera routes.
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We first introduce an algorithm for automatically constructing
Route Tapestries from a 360° video, inspired by the slit-scan photog-
raphy technique. We then present a desktop video player interface
using a Route Tapestry timeline for navigation. An online eval-
uation using a target-seeking task showed that Route Tapestries
allowed users to locate targets 22% faster than with YouTube-style
equirectangular previews and reduced the failure rate by 75% com-
pared to a more conventional row-of-thumbnail strip preview. Our
results highlight the value of reducing visual distortion and pro-
viding continuous visual contexts in previews for navigating 360°
virtual tour videos.

CCS CONCEPTS
• Human-centered computing→ Interaction techniques.
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1 INTRODUCTION
360° virtual tour videos show the surrounding view while traveling
through an environment and allow users to look around freely. They
convey a strong sense of immersion and have become a popular way
for people to experience and explore remote places. For example,
families may use them to compare vacation destinations; students
may visit prospective college campuses, or office workers may seek
a brief covert respite from their workplace. Online video platforms
such as YouTube1 have dedicated virtual tour channels, where tours
of urban landscapes, museums, and college campuses are common;
these channels2 include both normal field-of-view (NFOV) and
360° virtual tours, some of which have accumulated several million
views. While this emerging media is popular, it also creates new
usability challenges for viewers and content creators: current 360°
video playback interfaces are still primarily based on designs for
NFOV videos, without considerations for the affordances of 360°
content.

Navigating to specific scenes is a common task people perform
when consuming NFOV videos [25, 35]. However, contemporary
interfaces for quickly navigating video content are poorly suited
for 360° videos. Many tour videos are long in duration. For example,
the top-five most watched 360° videos on ProWalks3, a popular
virtual tour Youtube channel, have an average length of 84 minutes.
For these long videos, people might want to quickly skip over
some parts of them and resume watching once a particular scene
of interest is in sight. Because the viewer can only see a portion of
the entire 360° scenes at a time, simply clicking on points along the
timeline to jump to a later or earlier frame may cause them to miss
relevant visual information. With a few exceptions [33, 51], current
systems primarily rely on planar thumbnails as an overview of an
entire frame to facilitate temporal navigation. The thumbnail is
displayed when the user selects a frame by placing the pointer over
the player timeline or dragging the timeline slider. The previews are
created using projection methods to warp the spherical 360° images
into 2D visualizations (e.g. equirectangular projection [28], and
stereographic—a.k.a. Little Planet—projection [30]). While these
projection techniques have their strengths [5, 30], they distort the
landscapes and architectural features in 360° virtual tour videos
(Figure 2) and make finding particular targets more challenging.

To reduce the visual distortion in timeline previews, we intro-
duce Route Tapestries, which supports video navigation through
strip-shaped ‘tapestries’ constructed with a continuously captured
scene along the route. We drew inspiration from Video Tapestry [4],

1https://www.youtube.com
2e.g. J Utah, Prowalk Tours, Virtual Japan, VR World 360°
3https://www.youtube.com/c/ProWalks/featured

(a) (b) (c)

Figure 2: A 360° virtual tour video frame projected
through (a) perspective projection (NFOV) (b) equirectan-
gular projection (c) Little Planet projection. Video source
https://youtu.be/_lA6svC-v6k

Figure 3: Using the slit-scan imaging technique, a moving
360° camera captures the scenes along the route as long
strips by ‘scanning’ them. At short intervals, pixels from the
part of the scene marked by the blue lines are captured and
concatenated to form the eventual Route Tapestries.

an NFOV video navigation interface using strip-shaped content
summaries consisting of keyframe mosaics. We make the critical ob-
servation that in a large number of virtual tour videos, the viewer’s
scenes of interest lie on mostly continuous boundaries along the
camera route (e.g. buildings along a street, walls of a gallery, etc.).
In Route Tapestries, we capture these boundaries (typically to the
left and right of the path of travel) as continuous ‘strips’ extending
along the camera path (Figure 3) and leverage them for video navi-
gation. Our visualization technique uses slit-scan imaging, where a
scene is captured one slice at a time while a moving camera ‘scans’
the scene (as illustrated in Figure 3). As a result, the generated
Tapestries are formed through orthographic-perspective projection
and appear in general much less distorted to human eyes than
equirectangular or stereographic images (compare Figure 1 and Fig-
ure 2). Visual summaries for video skimming and navigation have
a long history of success in the research literature [4, 12, 31, 50]. As
a visual summary, Route Tapestries provide continuous and low-
distortion presentations of virtual tour video content to facilitate
navigation. Instead of going through a video frame by frame, users
can look at the captured environments in their entirety and make
more contextualized navigation decisions.

In this paper we present the design process, technical implemen-
tation, and evaluation of Route Tapestries. We first analyze several
designs for removing visual distortion and explain our rationale
for choosing a visually continuous design over a discrete one, such
as two rows of NFOV thumbnails showing the left and right sides
of the camera path. We then introduce an automated algorithm
that generates Route Tapestries from a 360° virtual tour video. We
built Tapestry Player, a desktop-based 360° video player prototype
using Route Tapestries for timeline navigation. We then conducted

https://doi.org/10.1145/3472749.3474746
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a controlled experiment where 12 participants completed target-
finding tasks using Tapestry Player and two baseline techniques
(equirectangular previews as on YouTube, and row-of-thumbnail
strip previews as a discrete alternative to Route Tapestries). The
study results show that with Route Tapestries, the participants
completed the tasks 22% faster than equirectangular previews and
missed 55% and 75% fewer targets than equirectangular and row-
of-thumbnail strip previews, respectively.

As a first step in exploring the concept of Route Tapestries, in
this work we focus on its application specifically for virtual tour
videos on a desktop environment. We conclude the paper with a
discussion on adapting the current approach for head-mounted
displays and a broader range of 360° video content types. We make
three contributions in this work:

• The concept of Route Tapestries as an efficient way to navi-
gate 360° virtual tour videos, and a method for generating
them automatically;

• The design and implementation of Tapestry player;
• A user study that demonstrates the benefits of reducing dis-
tortion and maintain visual continuity in timeline previews
for 360° virtual tour video navigation.

2 RELATEDWORK
This work is situated within the growing area of research exploring
new ways of interacting with 360° videos and is built on prior work
in video navigation interfaces. Our technical approach is inspired by
the slit-scan techniques applied in both photography and computer
science. We also review research in multi-perspective panoramas,
which are visually similar visualizations to ours.

2.1 Interacting with 360° Videos
The full panoramic view of 360° videos enables strong immer-
sion but also brings about new usability challenges. Several recent
projects aimed to assist spatial navigation in 360° video players to
help viewers locate important characters or events out of their field-
of-view. Pavel et al. [36] proposed two techniques, pre-aligning the
points of interest with the viewing direction at each cut and actively
reorienting the shot to reveal relevant content upon user input. Lin
et al. [22] introduced Outside-In, which signals off-screen points of
interest through picture-in-picture previews. Liu et al. [23] took a
different perspective, generating video textures that will keep loop-
ing seamlessly until the viewer turns to them. Other projects aimed
to automate spatial navigation [7, 18, 46, 47] by finding points of
interesting using computational measures, such as saliency [45].
Pavel et al. [36] also discussed similar approaches to automate the
shot reorientation techniques.

Temporal navigation of 360° videos is also a challenge. Some
producer-oriented tools [13, 29, 30, 51, 52] offer temporal naviga-
tion interface specifically tailored for 360° videos. Nguyen et al. [30]
presented Vremiere, a system for editing 360° videos directly in
HMDs. Vremiere displayed a ‘Little Planet’ thumbnail for timeline
navigation and highlighted its benefits in promoting spatial aware-
ness. ConvCut [51] used content analysis to provide support for
efficiently editing long 360° conversation footage into short high-
lights. It augmented raw footage with conversation transcripts and
other semantic information to aid temporal navigation. Neng and

Chambell [28] presented a desktop 360° video player that showed
rectangular thumbnails for selected frames in the videos. Hand ges-
tures have been used for 360° video navigational input [38, 43] but
were limited to linear controls such as play/stop or fast-forward.

Our work focuses on temporal navigation for a specific type of
360° videos which deliver virtual tour experiences. Geo-tags along
the camera routes [20, 33] can facilitate navigating such videos.
However, camera position information is not always available for
arbitrary videos. In comparison to temporal navigation interfaces
for generic 360° videos, such as Little Planet [30] or equirectangular
previews, our technique aims to improve efficiency by creating
visual summaries that leverages the camera motion and scene char-
acteristics of 360° virtual tour videos.

2.2 Video Navigation Interfaces
Research on NFOV video navigation has a long and rich history.
Earlier approaches included improving the timeline slider to allow
for more fine-grained adjustments [14, 40]. Some later research
explored aiding navigation with extra information derived either
from video content analysis or external annotations. Low-level
visual features [44], scene boundaries [3], and salient frames [39]
can help viewers leverage extra visual information, but they usually
do not support seeking arbitrary scenes. SceneSkim [35] enabled
searching and browsing movies through synchronized captions and
plot summaries. Kim et al. [19] enhanced MOOC video timelines
with user interaction traces to help learners find essential parts.
These approaches typically rely on clear semantic structures, which
are less common in virtual tour videos. Direct manipulation of
objects in the videos [10, 32] offers an intuitive navigation method,
but they are not suitable for virtual tour videos where scenes change
frequently. The Swift technique [24], which displays pre-cached
low-resolution frames during scrubbing, has been shown to improve
scene-finding performance. Similar features can also be found on
online video platforms such as YouTube and are incorporated into
our system.

Also relevant to our approach is video navigation through con-
tent summaries. One kind of summaries consists of a selection of
keyframes. The early Hierarchical Video Magnifier [26] marked
the video timeline with thumbnails for evenly sampled frames
and supported recursive zooming. Later research expanded their
method with more sophisticated thumbnail selection and clustering
schemes [9]. Thumbnails can also be presented in a grid layout
to provide an overview of either local [25] or global [15] content.
In contrast, other summaries integrate relevant visual elements
to compose a coherent narrative. Goldman et al. [12] turn video
input into storyboard-style images with arrows that illustrate char-
acter motion and can be dragged along for video scrubbing. Video
Tapestry [4] merged visually similar video keyframes to form a
navigation timeline. Although their user study did not find an effi-
ciency improvement in navigation, we are inspired by the concept
and visual style. Video Summagator [31] transforms a 2D video
into a 3D volume, in which navigation can be achieved through
moving along the extra dimension. While these techniques are not
broadly applicable to generic videos, they exploit scene or character
continuity in source videos to create visually appealing summaries
and practical navigation tools. Our method is inspired by prior
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NFOV video navigation interfaces based on content summarization,
leveraging scene continuity to produce a compact visualization for
360° virtual tour videos.

2.3 Slit-Scan Visualizations
Slit-scan imaging has a long history in photography and has in-
spired both visual artists and computer scientists alike [41, 49, 54].
In slit-scan photography, a thin slit is placed between the camera
and the scene, blocking incoming light rays except those pass-
ing through the slit. In some applications, as objects and entities
move past the slit, slit-scan photography creates a visual time-
line of objects passing by the slit (e.g., [49]). In other applications,
the camera itself moves about the scene and generate panoramas.
Images formed thorough this method are typically orthographic-
perspective, i.e. orthographic along the object or camera motion
path but perspective along the slit [54]. Zheng [54] introduced the
Route Panorama system. It produced strip-shaped panoramas for
street views using a GPS-tracked camera to scan the scenes. For
such cases, Peleg et al. [37] has shown that the optimal slit shape
should be orthogonal to the scene optical flow.

Prior research in HCI has also explored using slit-scan visual-
ization for analyzing recorded events. Nunes et al. [34] introduced
the TimeLine system, which incorporated slit-scan visualizations
for discovering temporal patterns in video history. Tang et al. [49]
presented a video slicing approach consisting of joining pixels
from user-placed marks on the video, called slit-tears, for revealing
various visual patterns in video scenes. We extend prior work on
slit-scan visualization [37, 54] by introducing an automatic genera-
tion process applicable to user-generated 360° videos. We also show
the potential of slit-scan visualizations for navigating 360° virtual
tour videos.

2.4 Multi-perspective Panorama
Multi-perspective panoramas provide visually appealing visual-
izations that aggregate location- or motion-based information by
combining different perspectives from multiple pictures or videos.
They are especially suited for illustrating planar scenes such as
landscapes or street imagery. Roman et al. [41] introduced an in-
teractive system for generating multi-perspective urban landscape
images composed of serially blended cross-slits images from video
frames captured by a moving vehicle. Agarwala et al. [1] employed
an automatic Markov Random Field optimization approach to gen-
erate composited panoramas of street imagery. On a different note,
Street Slide [21] improves the flat multi-perspective panoramas
produced by the previous approaches by adding parallax effects to
create immersive panoramas. Our approach builds on visualizations
similar to multi-perspective panoramas. However, the approaches
above prioritize visual quality and usually requires information not
available in user-generated videos, such as manual labels [1, 41] or
precise camera position [21] from external sensors.

3 NAVIGATING 360° VIRTUAL TOUR VIDEOS:
DESIGN PROCESS

To reduce distortion in current navigation previews for 360° virtual
tour videos, we have explored a range of design options. Our design
process started with the observation that the scenes along the left

and right sides of the camera routes can provide key information
for navigating 360° virtual tour videos. We first considered single-
thumbnail previews (equirectangular, Little Planet, and NFOV) and
strip previews consisted of multiple discrete thumbnails. We further
noted that for 360° virtual tour videos where scenes of interest lie on
largely continuous boundaries (e.g. buildings and walls) along the
tour path, visually continuous previews, including Route Tapestries
and stitched panoramas, can be created and they hold potentials
for stronger navigation support. Below we introduce our analysis
of these options and the design of Route Tapestries.

3.1 Equirectangular, Little Planet, and NFOV
Images

Equirectangular and Little Planet thumbnails are preview formats
that have already been adopted in commercial 360° video players
(e.g. YouTube) and VR video editors [30]. Both of them introduces
strong visual distortion through non-perspective projection (Fig-
ure 4.a and 4.b). Converting them to NFOV images which show the
left and right sides of the camera paths (Figure 4.c) can completely
remove projection distortion. To gauge the navigation performance
of the three preview formats, we conducted serveral initial pilot
studies comparing equirectangular with Little Planet, and equirect-
angular with a pair of NFOV images (one for the left side and one
for the right) using a target-seeking task. We found that equirect-
angular previews tended to be more efficient than Little Planet for
navigating 360° virtual tour videos, likely because the Little Planet
projection overly compresses the scenes at the ground level. We also
found that NFOV image pairs did not appear to improve navigation
performance over equirectangular previews. This appeared to be
a result of the limited FOV range of NFOV image (90° horizontal
and 60° vertical) making the surrounding environments difficult
to understand. While it is possible to further increase the image
FOV, the visual quality deteriorates quickly on the edges of the

(a) (b) (c)

(d)

Figure 4: Single-thumbnail preview designs for 360° virtual
tour videos. (a) equirectangular (b) Little Planet (c) NFOV
images (90° horizontal FOV) (d) wide-FOV images (150° hori-
zontal FOV), note the visual quality in the highlighted areas.
Video source https://youtu.be/kdGlselFto0
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Figure 5: (a) Row-of-thumbnail strips and (b) Route Tapestries for the left and right sides along the camera route in a 360°
virtual tour video. (a) and (b) show approximately the same part of a street. Video source https://youtu.be/kdGlselFto0

converted NFOV images, due to the spherical projection model of
the source frame (Figure 4.d).

3.2 Row-of-Thumbnail Strips
Displaying multiple thumbnails in a row is a timeline preview
design employed in commercial video editors (e.g. iMovie, Adobe
Premiere Pro) and research prototypes [25, 26] to provide contexts
and facilitate navigation. Similarly, two strips of NFOV thumbnails,
one for the left and one for the right, can be used as previews for
navigating virtual tour videos (Figure 5.a). However, depending
on the sampling rate, there could be overlaps or gaps between
consecutive thumbnails in the strip. For example, overlaps can
be found between the thumbnails in the left part of Figure 5.a
and gaps can be found in the right part. Overlaps limit the range
of the visible contexts and gaps could potentially cause difficulty
in parsing video scenes from thumbnails. Therefore, we further
explored visually continuous preview designs and later conducted
user study to investigate whether visual continuity can combat
these issues.

3.3 Route Tapestries
We make the observation that in a large number of 360° virtual
tour videos, the scenes of interest for viewers form largely contin-
uous boundaries along the camera travel paths. Such videos can
be indexed with Route tapestries, which are long, continuous im-
age strips depicting environments on one particular side of the
camera route (Figure 5.b). Route Tapestries can be created through
orthographic-perspective projection using the slit-scan technique.
Specifically, the image strips are composed of vertical pixel slices
from many individual NFOV images, each of which is transformed

unsatisfatory
stitching result

cannot stitch the
frames in between

good 
stitching result

Figure 6: Examples of successful and unsuccessful image
stitching results. The video frames were taken from approx-
imately the same part of the video as in Fig. 5.

from a 360° video frame through a virtual NFOV camera pointing
at the specified side of the camera path. The pixel slices are selected
through thin virtual ‘slits’ placed in front of the virtual NFOV cam-
eras. To properly determine the positions and the sizes of these slits,
we use camera trajectories and rough scene geometries obtained
from simultaneous localization and mapping (SLAM). Since this
method leverages the scene geometric information from the full
360° frames and the full duration of the videos, it is robust to the
complexities in real world videos, such as motion blur and moving
objects. In Sec. 4, we will introduce the procedure for automatically
generating Route Tapestries from 360° virtual tour videos.

3.4 Stitched Panoramas
Another potential option to create visually continuous previews for
360° virtual tour videos is to merge NFOV images showing one side
of the route to form a panorama using image stitching techniques
(e.g. [6, 56]). However, the contents and visual quality of common
360° virtual tour videos pose significant challenges for this approach.
First, popular image stitching methods assume planar scenes or
pure rotation as the camera motion [48], both of which are com-
monly violated in user-generated virtual tour videos. Second, image
stitching algorithms rely on precise feature matching [6] or reliable
pixel similarity metrics [56] between image pairs. Rolling shutter
effects, motion blur, illumination change, and moving objects, all
common in virtual tour videos, make both the requirements hard to
satisfy and lead to poor stitching results or failure.We experimented
with the widely-used stitching algorithm by Brown and Lowe [6],
using a popular open-source implementation4. We found that it was
hardly feasible to produce long panoramas (stitched frommore than
ten images) from NFOV images densely sampled (every 1 second)
from 360° virtual tour videos. Furthermore, failures and poor quality
results were still common for shorter sequences (5-8) of images. See
Figure 6 for examples of successfully and unsuccessfully stitched
panoramas from NFOV images.

4https://github.com/ppwwyyxx/OpenPano
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4 ROUTE TAPESTRY GENERATION
Previous methods that exploit the slit-scan technique for image
mosaic generation rely on camera motion data from external sen-
sors [54] or accurate optical flow [37], both of which are hard to
obtain for user-generated 360° virtual tour videos. Furthermore,
these methods assumes that the captured scene lies roughly on a
single plane. This assumption is frequently violated in virtual tour
videos, where the cameras often travel from wide streets to narrow
alleys, or vice versa. We propose a method for automatically gen-
erating Route Tapestries for a large portion of user-generated 360°
virtual tour videos. On a high level, it extracts the camera trajectory
and low-resolution scene geometry from the input video and then
uses them to select the desirable video frame and slit parameters
for covering each small part of the scene. All the pixels through the
slits are then concatenated together to form a composite image.

4.1 Assumptions
Ourmethod assumes that the objects of interest for video navigation
form largely continuous boundaries along the camera path, and
they take a significant portion of the viewport when the viewer
turns to look at them. The boundaries can be buildings along a
road, walls of a room, or trees along a path in the woods. These
assumptions are met in a large number of 360° virtual tour videos.
We performed searches on YouTube for 360 videos uploaded from
May 2020 to May 2021 with the keyword ‘virtual tour’. The results
showed that 49% and 81% of the top 100most viewed videos between
4-20 minutes and over 20 minutes respectively show tours in indoor
or outdoor urban environments, or similar places like historical city
sites. These videos largely consist of moving shots that show streets,
corridors, and other environments featuring clear boundaries on
the left and right sides of camera paths. Some parts of the videos do
contain static shots (e.g. narrator speaking) but these parts could
be isolated by algorithms or video creators, which will be further
discussed in Sec. 8.2. For simplicity, we also assumes that there is
no jump cut or large camera altitude change in the video.

4.2 Camera Tracking and Scene Geometry
Acquisition

We first use visual simultaneous localization and mapping (SLAM)
to detect camera trajectories as well as sparse scene feature points
from the input video. We also compute the average speed 𝑣 of the
camera throughout the video as a distance measure. Our central
goal is to recover the the shape of the boundaries of the camera
path from the sparse point cloud without expensive 3D mesh recon-
struction [42]. In the remaining algorithm description, we use the
Route Tapestry for the scenes on the right side of the camera path
as an example. At every keyframe identified in the SLAM process,
we find out feature points on the right boundary by first selecting
the points that are visible in this frame and further filtering out
those that are too high, too low, or not visible when the viewer
turns to the right side of the route. Specifically, any feature point
at the position (𝑥,𝑦, 𝑧) in the camera reference frame (Figure 7.a)
is removed if any of the following conditions is violated

𝛼1𝑣 < 𝑦 < 𝛼2𝑣 ,
���𝑦
𝑥

��� < tan
𝜃𝑣

2
,

��� 𝑧
𝑥

��� < tan
𝜃ℎ

2

𝛼1 and 𝛼2 are constants for setting the lower and upper bounds of
feature point altitude, and 𝜃𝑣 and 𝜃ℎ are constants that determines
the vertical and horizontal FOV of the virtual perspective camera for
generating the right-side Tapestry.We compute themedian location
of the remaining points as an anchor on the right boundary. All
the anchors and the camera trajectory are then projected onto the
ground plane. A moving median filter is applied to 2D locations
of the anchors to remove outliers. The resulting 2D anchors are
connected to form a piecewise linear curve as the right boundary
(Figure 7.b). This curve is linearly interpolated between the anchors
to yield a sequence of 𝑁 points {pi, 𝑖 = 1 . . . 𝑁 } densely sampled
from the boundary. Similarly, the 2D camera trajectory can be
represented as a sequence of𝑀 points {cj, 𝑗 = 1 . . . 𝑀}, where𝑀 is
the total number of video frames. In our implementation, we used
the open-source ORB-SLAM [27] for localization and mapping with
an omnidirectional camera model. For feature point filtering, we
used 𝛼1 = −3, 𝛼2 = 3, 𝜃𝑣 = 𝜋/2, and 𝜃ℎ = 𝜋/2, a window size of 10
points for the moving median filter.

4.3 Slit Parameters and Image Formation
In this step, we seek to find a video frame and an ideal slit size
and slit location for capturing each small part of the environment
on the route boundary. For every small segment 𝑠𝑖 between two
consecutive points (pi, pi+1), 𝑖 = 1 . . . 𝑁 − 1 on the boundary, we
first find the closest camera position cj to the center of the segment
qi = (pi + pi+1)/2. Choosing the closest camera position ensures
the segment is captured at a high resolution and encourages visual
continuity by assigning segments close to each other to camera
positions that are also close to each other. After all segments on
the boundary have been assigned to a camera position, we iterate
over all camera positions to compute slit sizes and slit locations
for the corresponding video frames. For a video frame captured at
the position cj, we get the boundary segment set 𝑆 𝑗 containing all
the segments that this frame has been assigned to. We compute

Camera Path

X

Y

Z

Anchors Camera Path Scene

(a) (b)

(x, y, z)

pk+1 k

ii+1i+2

j

cn
φj

φn

Camera Path

Scene

(c)

p

p p p

c

Figure 7: The Route Tapestry generation procedure. (a) Fea-
ture points that belongs to the boundary are selected (b) The
reconstructed boundary: feature points (black), boundary
anchors (red), the full boundary after interpolation (blue),
the camera path (yellow) (c) calculating the slit position and
slit size.
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the minimum angle 𝜙 𝑗 that can cover all segments 𝑠𝑘 ∈ 𝑆 𝑗 as the
slit FOV. This 360° frame is then converted to an NFOV image
facing towards the segments to be captured. That is, the effective
perspective camera for this NFOV image should align with the
direction of the internal bisector of angle 𝜙 𝑗 (Figure 7.c). Assuming
the effective focal length is 𝑓 , the virtual slit should be placed at a
distance of 𝑓 in front of the camera lens, and the exact slit size 𝑑 𝑗
can then be computed through

𝑑 𝑗 = 2𝑓 tan
𝜙 𝑗

2
Finally, all pixels through the slits are joined together following the
order of the video frames.

In our implementation, we constructed a KD tree for the camera
trajectory for fast closest-point queries. However, this global search
can occasionally be problematic as the closest camera position
found may be associated with a video frame at a very different
point in time (e.g. when the cameraperson comes back to the same
location later in the video). We locate these astray search results
and replace them with the positions found through a local search
performed on the part of the trajectory (5% of the trajectory in our
implementation) where the boundary segment is first captured.

4.4 Combining Left and Right Tapestries
The lengths of the left and right Tapestries generated with the same
effective focal length 𝑓 can be different as the environments on the
two sides and their distances to the camera are usually not the same.
For tasks such as quickly skimming through the video content or
searching for an known target, it is desirable that the lengths of
the left and the right Route Tapestries are equal so that a user can
browse them as one combined image (more details in Sec 5.1). The
length matching can be done through scaling the effective focal
length for one of the Tapestries. The total length 𝑙 of a Tapestry
can be written as

𝑙 =

𝑀∑
𝑗=1

2𝑓 tan
𝜙 𝑗

2

where 𝑀 is total number of points on the camera trajectory. For
simplicity, we set 𝜙 𝑗 = 0 if the camera position 𝑐 𝑗 has not been as-
signed to any boundary segments. To match the lengths of Tapestry
𝑎 with Tapestry 𝑏 with a fixed focal length 𝑓 𝑏 , 𝑓 𝑎 can be set as

𝑓 𝑎 =

∑𝑀
𝑗=1 tan

𝜙𝑏
𝑗

2∑𝑀
𝑗=1 tan

𝜙𝑎
𝑗

2

𝑓 𝑏

A decrease in effective focal length will apply a virtual ‘zoom-out’
effect on the resulting Tapestry and thus shorten its length.

4.5 Post-processing
Standard image processing techniques can be applied to resulting
Tapestries to further enhance its quality, such as increasing contrast
or removing unnecessary content. For example, in Tapestries for
driving videos, the roof of the car may be captured as a rectangular
color blob spanning the bottom of the Tapestry. It can be removed
by identify the clear boundary between the color blob and the rest
of the Tapestry. We used a vertical Sobel operator to compute the

Figure 8: The Route Tapestries generated by our method
(top) and the method of Zheng [54] (bottom). The distant
intersection and building are stretched in the bottom re-
sult, which uses camera velocities from SLAM to simu-
late GPS-based velocities and a fixed scene depth that is
reasonably accurate before the intersection. Video source
https://youtu.be/AUZbkYwFY4M

image gradient and locate this boundary by finding the image row
with the maximum average gradient.

4.6 Results
Our method does not require external sensors and automatically
adapts to varying camera velocities and scene depths (see the dis-
tant intersection and building in Figure 8, top). This improves on
previous methods, such as the algorithm of Zheng [54], which uses
camera velocities from GPS but still need accurate scene depths
that are hard to obtain for user-generated videos. Assuming a fixed
scene depth could work for some parts of the video but might lead
to clear visual distortion in other parts (see Figure 8, bottom). Our
algorithm can generate Route Tapestries for a wide range of 360° vir-
tual tour videos. See Appendix A for more sample Route Tapestries.
We generated these examples using a Python implementation of
our algorithm on a Windows desktop computer with 2.2GHz Intel
i7-8750 CPU and 16 GB memory. With a pre-computed map and
camera trajectory from ORB-SLAM, it took less than 1 minute to
compute the slit parameters and 30-40 minutes to generate two
Tapestries for a 15-minute 360° virtual tour video. Most of the com-
puting time was spent on converting 360° frames to NFOV frames;
this process can be sped up with a GPU-based conversion algorithm
in place of the CPU-based one we used.

5 TAPESTRY PLAYER: A 360° VIDEO PLAYER
WITH ROUTE TAPESTRIES

To prototype interactions and conduct performance evaluation for
Route Tapestries, we built Tapestry Player, a desktop 360° video
player using Route Tapestries as its timeline. We now describe its
design and implementation.

5.1 Interface Overview
The overall layout of Tapestry Player is similar to consumer desk-
top 360° video players with a timeline below the video window
(Figure 9). Users can drag on the video window to reorient their
viewing direction in the 360° space. The Tapestry timeline consists
of a progress bar separated into two parts by a horizontal line and
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Figure 9: The Tapestry Player interface. The Tapestry
timeline and previews are at the bottom. Users can click
on the icon at the bottom-left corner to switch between
the spatial mode and the temporal mode. Video source
https://youtu.be/rIkV_bKLvSE

a playhead slider in the shape of a vertical yellow bar (Figure 9).
The player uses two equal-length Route Tapestries for the left and
right sides along the camera route as the video previews. When
the pointer hovers over the progress bar, the Tapestry previews are
displayed right above it. Since the full tapestries are usually much
longer than the window width, only the parts that correspond to
the current cursor position are visible in the player window (Fig-
ure 9). The user can further move the cursor between the upper
and lower part of the progress bar to select the Tapestry for the left
or right side, where a pair of arrows highlight the exact Tapestry
position the cursor currently focuses on. Clicking on the progress
bar reorients the user towards the corresponding side of the camera
path in the video. The mapping from the points on the progress bar
to the horizontal positions on the Tapestries and the video frames
depends on the timeline mode, described below.

The Tapestry timeline can be toggled between twomodes: spatial
and temporal (Figure 9). While the latter works similarly to conven-
tional timelines and supports browsing the video linearly in time,
the former enables content navigation that is approximately linear
in space. In the spatial mode, the horizontal positions along the
progress bar are linearly mapped to the horizontal positions along
the full length of the Tapestries. The positions along the Tapestries
are in turn mapped to the individual video frames that the Tapestry
slices at those positions are taken from. In the temporal mode, the
timeline behaves similarly to conventional video timelines, where
the horizontal positions along the progress bar are linearly mapped
to the frames in the video. A video frame can in turn be mapped
to the Tapestry slice that it has contributed to. A video frame that
does not contribute to any slice is mapped to the same slice as its
closest slice-contributing neighbouring frame. As an example, if
the 360° camera stops for 10 seconds in a tour video, this period
will be skipped on the spatial mode timeline but available on the
temporal mode timeline, with all frames mapped to the same slice
on the Tapestry. When the cursor moves on the progress bar, in the
spatial mode the two Tapestries will move at the same rate while in
the temporal mode they will move independently to maintain tem-
poral synchronization at the cursor position. We expect these two
modes to work complementary to each other: the spatial mode for

quickly scanning the video content and locate relevant scenes and
the temporal mode for understanding the complete scene around a
particular frame. Users can use the temporal mode to navigate to
the frames skipped in the spatial mode.

In both modes, frames between keyframes are mapped to pixel
positions on Tapestries using linear interpolation. Clicking a point
on the progress bar immediately makes the playback jump to the
scene shown at the corresponding Tapestry position, and reorients
the viewer towards that scene. Clicking the scene on the Tapestry
directly can achieve the same effect. Users can also drag the slider
to scrub through the video. During scrubbing, the user can use the
Tapestries, as well as a Swift-style [24] full-screen low-resolution
preview to check the scene of the current frame. The low-resolution
preview is in the equirectangular format for covering the entire 360°
field of view. Note in the spatial mode the slider moves according to
the playback progress through the first Tapestry. We choose to use
a single-slider timeline design for both modes to maintain interface
consistency.

5.2 Implementation Details
We implemented Tapestry Player using Unity 3D. The player win-
dow is 1920 pixels in width and 1080 pixels in height. The Tapestry
timeline has a length of 1830 pixels and a height of 64 pixels. Each
Route Tapestry is 90 pixels in height and varies in length depending
on the video content. The effective focal length of the originally
longer Tapestry is scaled to match the lengths of the Tapestries for
the two sides. The 360° video is rendered with a 16:9 aspect ratio,
in a window of 1600 pixels by 900 pixels. All Route Tapestries were
pre-rendered using the algorithm introduced in Section 4.

6 EVALUATION
We designed a controlled experiment to compare the efficiency of
navigating 360° virtual tour videos using Route Tapestries against
two baseline conditions. Our focus in this study was to understand
which interface would allow participants to identify and locate spe-
cific scenes faster. Further, we were interested in how participants
used the interfaces—for example, whether they choose to scrub
through the video. Following prior studies on video navigation
performances [24, 25], our evaluation tasks asked participants to
navigate through the 360° video to find the target scenes given
to them using the previews and the timeline provided by each
interface.

We chose the two baseline interfaces to compare Route Tapestries
against–the equirectangular player and NFOV-strip player. The
equirectangular player models a typical 360° video player as found
on YouTube, and we consider this to be a “standard” player. The
NFOV-strip player employs the row-of-thumbnail strip previews,
as described in 3.2. Similar previews have been widely adopted in
video editing software, and prior work [25, 26] has demonstrated its
effectiveness for aiding video navigation.We selected this technique
as we are interested in whether the visual continuity of Route
Tapestries, at the cost of additional processing, can help users avoid
the issues that come with discrete thumbnail sampling, such as
gaps and overlaps, and achieve better performance.
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6.1 Design
The study was a repeated measures within-subject design, with
the video player interface as the independent variable. The three
interfaces were Route Tapestry, equirectangular, and NFOV-strip.
Participants completed 14 trials of a target-finding task on a single
360° virtual tour video. We gave participants a different 360° virtual
tour video for each interface to reduce learning effects between
videos.We chose these three videos and the targets to be comparable
in duration, visual complexity, and style. To control the order effect
of interfaces, we used the same video presentation order but fully
counterbalanced the interface presentation order across participants.
The order of presentation of the target locations was randomized.

6.2 Interfaces
Route Tapestry. The interface follows the Tapestry Player de-
sign as described in Section 5. It uses a left- and right-side Route
Tapestries of the tour video as the timeline. The lengths of the
Tapestries ranged from 37181 to 40342 pixels, depending on the
content of the video. All Tapestries had a height of 90 pixels. All
the right-side Tapestries have been matched to the corresponding
left-side Tapestries in length. All the left side Tapestries used an
effective focal length of 90◦. The effective focal lengths of the right
side Tapestries have been adjusted to 100◦, 106◦, and 122◦, respec-
tively. The pixels from the car roof has been removed using the
technique described in Sec 4.5.

Equirectangular. We modeled this standard player around a
YouTube desktop 360° player interface (Figure 10, top), where a time-
line appears underneath the video window. When the user hovers
over the timeline, an equirectangular frame thumbnail correspond-
ing to the pointer position on the timeline is displayed above the
pointer. When the user scrubs the playhead slider, a low-resolution
equirectangular preview for the currently selected frame is overlaid
atop the video window.

In a 1920×1080window, the timeline is 1830 pixels in length and
64 pixels in height, therefore of the same size as the Tapestry time-
line. We chose not to strictly follow the YouTube player timeline
dimensions to keep dragging and pointing input difficulty consis-
tent across conditions. The equirectangular frame preview has a
size of 320 × 180 in pixels, consistent with the YouTube player, as
of January 2021.

NFOV-strip. Employing the row-of-thumbnail design introduced
in Sec 3.2, this interface is identical to the temporal mode of Tapestry
Player with one exception: when the user’s pointer hovers on the
timeline, two rows of evenly-sampled NFOV thumbnails, one for
the left side of the camera route and one for the right side, are
displayed instead of Route Tapestries (Figure 10, bottom). The in-
dividual thumbnails were obtained by evenly sampling the source
videos and converting the sampled 360° frames to perspective im-
ages through two virtual NFOV cameras. One camera was turned
90◦ counterclockwise from the camera forward direction, and the
other turned 90◦ clockwise. The two virtual cameras were further
rotated 15◦ upwards around the pitch axes to avoid capturing the
roof of the car. The NFOV strips were of the same dimension as
the Route Tapestries for each individual video. The aspect ratio
and horizontal FOV of the individual thumbnails resembles the
NFOV image as seen in the video window (16:9, 90◦). The NFOV

Figure 10: The two baseline interfaces used in the study:
equirectangular on the top, and NFOV-strip on the bottom.
Both sub-figures show the interfaces during scrubbing.

Figure 11: Each target scene was presented to participants
via three NFOV screenshots from the task video. These pic-
tures showed the target as seen from the its left (a), center
(b), and right (c) side for an observer facing it.

thumbnails for the three study video are sampled every 3.57s, 3.87s,
and 3.88s, respectively.

6.3 Procedure and Task
Due to COVID-19 safety measures, we conducted this study as a
remote, online study. Participants completed the study on their
personal computers with the experimenter connected via a video
chat connection. The participants downloaded the study software
from an online repository, and instructions were delivered via pre-
recorded video tutorials to ensure instruction quality.

The study began with the participants watching an overview tu-
torial explaining study tasks. They then completed a demographics
questionnaire. In the main body of the study, participants completed
two practice and 14 timed trials of the study task for each of the
three interface conditions. Participants used the practice trials to
familiarize themselves with the interface on a separate video not
used for any timed trials. In each trial of the target-finding task,
participants were to locate a target within the 360° video using
the given player interface. Each target is a segment of the urban
landscapes, i.e., one or more buildings, that appeared in the video.
In each trial, they were first presented with three pictures depicting
the target, as shown in Figure. 11. They were instructed to take
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time studying these pictures before clicking a ‘start’ button to begin
the timed trial. During the trial, they could see the target pictures
in a sidebar. The participant needed to navigate to the part of the
video where the camera passed by the target buildings, adjust the
viewing direction to face them and press the space key to confirm
the selection. When the trial was completed, or a 3-minute timeout
counter was reached, the software would show the next target.

We recorded each trial’s task completion time, the number of
timeouts, pointer traces, and viewing direction changes within the
360° videos.

6.4 Video and Target Selection
We chose three similar 360° virtual tour videos as the study materi-
als from YouTube (plus one for training)5. The videos were captured
from a car driving through an urban landscape. Each was edited to
be 15 minutes long.

We carefully selected 14 target scenes from each video to include
a variety of targets while keeping the target sets comparable across
the three videos in terms of the scene lengths and positions in the
videos. All videos have an equal number of targets (7) chosen on the
left and right sides of the camera travel path. We identified a “valid
segment” of the video for each target for when we would consider
the task to be completed. These would vary in temporal duration
but would begin when the closer edge of the target appears 45◦
to the left or right of the camera moving direction, and then ends
when the nearer edge of the target is at about 135◦ to the left or
right of the camera forward direction. We chose the positions of
the target in the video and the length of their valid segments to
cover a wide range of target types meanwhile following comparable
distributions across the three videos (Figure 12). All targets are at
least partially visible in the NFOV-strip thumbnails.

Left to camera path Right to camera path
00:00 15:00

Video 1

Video 2

Video 3

8.6s (±3.3s)

8.2s (±3.6s)

8.7s (±3.6s)

7m:47s (±3m:11s)

7m:11s (±3m:38s)

7m:56s (±2m:54s)

Avg. Valid 

Segment Length

Avg. Position

in Video

Figure 12: Distribution of targets in the videos and sample
targets used in the study. The lengths of the markers corre-
sponds to the duration when the targets are close enough to
the camera. The colors of the markers denote whether they
are to the left or the right of the camera path. The right two
columns show the average valid segment length and tempo-
ral position of the targets for each video used in the study.
See the footnote in Sec. 6.4 for the video sources.

5Video sources: https://youtu.be/kdGlselFto0 (video 1 and 2),
https://youtu.be/rIkV_bKLvSE (video 3), https://youtu.be/2Lq86MKesG4 (train-
ing)

route tapestry equirectangular NFOV strip

Figure 13: Average task failure rate (left) and task comple-
tion time (right) by interface. The solid bars show the av-
erage time if failure trials are excluded. The hatched bars
show the average time if the completion time for all failure
trials are considered to be the trial time limit (180s). Error
bars represent 0.95 confidence interval.

6.5 Participants
We recruited 12 paid participants (3 females, 9 males, 𝑀𝑎𝑔𝑒 =

25.1, 𝑆𝐷𝑎𝑔𝑒 = 2.6) to take part in our online study. Each participated
in the study individually from their homes using their computers.
The majority of the participants had no prior experience with vir-
tual reality (9 out of 12) or 360° videos (8 out of 12). Two participants
were experienced 360° video and virtual reality content consumers.

6.6 Apparatus
The participants completed the study with their personal computers
and used an external mouse as the input device. To control the
effect of display size on performance, we asked participants to run
the study software in the full-screen mode on a 13"-16" display
(𝑀𝑠𝑖𝑧𝑒 = 14.5, 𝑆𝐷𝑠𝑖𝑧𝑒 = 1.1). All the computers that the participants
used for the study met the requirements of the study software.

7 EVALUATION RESULTS AND ANALYSIS
We compared the task performance of the three interfaces in terms
of failure rate and completion time. Additionally, we analyzed the
participants’ input traces to understand their usage patterns and
the potential causes of the performance differences.

7.1 Task Performance
We computed average failure rate and task completion time to
compare the participants’ performance using the three interfaces.
We computed two types of task completion time: one with only
the successful trials, and one with all the trails in which the failure
trails were assigned with the maximum time allowed (180s). Overall,
there were 59 out of 504 (11.7%) failure trials.

7.1.1 Failure Rate. Overall, NFOV-strip had the most failure trials
(33, 19.6%), followed by equirectangular (18, 10.7%) and then Route
Tapestry (8, 4.8%). A Friedman test on failure rate found a significant
difference between interfaces (𝜒2 = 10.7, 𝑝 < 0.01). Post-hoc pair-
wise comparison using paired Wilcoxon tests showed that Route
Tapestry (𝑀 = 4.8%, 𝑆𝐷 = 7.0%) had significantly lower failure rate
than NFOV-strip (𝑀 = 19.6%, 𝑆𝐷 = 13.7%). On average, the failure
rate of Route Tapestry was about the half as equirectangular, and
the equirectangular condition had about the half of the failure rate
of NFOV-strip (Figure 13, left).
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7.1.2 Task Completion Time. A repeated measures ANOVA (RM-
ANOVA) on task completion time using only success trials showed a
significant difference between the three interfaces (𝐹2,22 = 6.81, 𝑝 <

0.01). Post-hoc tests6 showed that Route Tapestry was significantly
faster than equirectangular. The participants took 22.0% less time
completing the tasks using Route Tapestry (𝑀 = 55.0𝑠 , 𝑆𝐷 = 15.4𝑠)
than equirectangular (𝑀 = 70.5𝑠 , 𝑆𝐷 = 23.2𝑠). No significant dif-
ferences were found between NFOV-strip (𝑀 = 63.3𝑠 , 𝑆𝐷 = 18.4𝑠)
and the other two interfaces (Figure 13, right, the solid bars). Note
that the task completion time calculated without failure trials un-
derestimates the actual time needed to find the targets. Therefore
we assign the maximum time allowed (180s) to failure trials and
recompute the average completion time to get a conservative es-
timation for the actual time needed for the tasks. For this metric,
a RM-ANOVA showed a significant difference between the three
interfaces (𝐹2,22 = 10.25, 𝑝 < 0.01). Post-hoc tests found that Route
Tapestry would take significantly less time than both NFOV-strip
and equirectangular. Overall, the lower bound of the actual task
completion time for Route Tapestry (𝑀 = 60.3𝑠 , 𝑆𝐷 = 21.1𝑠) is 29.3%
and 24.8% lower than NFOV-strip (𝑀 = 85.2𝑠 , 𝑆𝐷 = 25.7𝑠) and
equirectangular (𝑀 = 80.1𝑠 , 𝑆𝐷 = 31.1𝑠), respectively (Figure 13,
right, the hatched bars).

7.2 Analysis of Participants’ Interaction Traces
Using pointer movement and click records, we further explored
how participants reoriented the viewing angles, and how often
they chose to use the smaller preview by hovering over the timeline
versus to use the large preview by dragging the slider. This helps
us to understand the usage patterns and potential performance-
influencing factors.

7.2.1 Viewing Direction Change. As the participants needed to
have the target scene in their field-of-view to complete a task, the
difference in time spent on viewing direction manipulation might
have contributed to the performance gap. The direction snapping
feature of Route Tapestry and NFOV-strip—immediate reorientation
when the user clicked on the timeline—might give them an ad-
vantage over equirectangular. To better understand this factor, we
calculated the total time spent on cameramanipulation in successful
trials with the three interfaces.

We found that although the average viewing direction manip-
ulation time per trial was shorter with Route Tapestry (𝑀 = 2.05𝑠 ,
𝑆𝐷 = 2.92𝑠) and NFOV-strip (𝑀 = 3.10𝑠 , 𝑆𝐷 = 4.54𝑠) than with
equirectangular (𝑀 = 3.31𝑠 , 𝑆𝐷 = 3.84𝑠), it was not a major com-
ponent in the full task completion time, and the proportions were
similar for all three interfaces (3%-4%). RM-ANOVA and post-hoc
pairwise tests still showed the same trends on task completion time
with viewing direction manipulation time removed (RM-ANOVA:
𝐹2,22 = 6.16, 𝑝 < 0.01). This suggests that the performance gaps
were more likely due to differences in the time spent on temporal
navigation between the interfaces.

7.2.2 Pointer Input Modality: Drag/Hover. With all three interfaces,
the participants had the choice of hovering the pointer over the
timeline to see the small frame preview or dragging the slider to

6All post-hoc tests for RM-ANOVA used paired t-test with Bonferroni-Holm
correction.
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Figure 14: Percentage of time of pointer hovering vs pointer
dragging on the timelines, by interface.

see the large preview. We tracked pointer hovering and dragging
traces on the timelines separately every 100ms and used this data
to study which modality the participants decided to employ with
different interfaces. Our analysis here explores all the data collected
in the study, including trials that ended with a timeout.

We found very different patterns between the three interfaces
(Figure 14): hovering was dominating with Route Tapestry (85.4%),
less common with NFOV-strip (63.7%), but only used about one
third of the time for equirectangular (34.0%). During the study, some
participants commented on the physical fatigue due to dragging
and their stronger preference for hovering. The modality choices
suggested that in comparison to Route Tapestry, the hover-triggered
previews were not as useful for the participants when using NFOV-
strip and even less so with equirectangular, driving them to use
dragging, a potentially more physically-demanding modality [16].

8 DISCUSSION
Based on the analysis of the user performance and interaction
patterns of Route Tapestries and the two baselines, we discuss the
further implication of the study results, limitations of this work,
and a few promising future directions.

8.1 Study Results
Overall, the study results show that for target-finding tasks in 360°
virtual tour videos, participants were faster and completed more
tasks using Route Tapestry compared to the two baselines that used
equirectangular and NFOV-strip previews. Notably, in comparison
to Route Tapestry, the participants took on average 28.2%more time
completing the tasks with equirectangular and missed three times
more targets with NFOV-strip. The results confirmed the benefits of
reducing visual distortion and maintaining visual continuity when
creating previews for 360° virtual tour videos.

8.1.1 The Benefits of Less Distorted Previews. For around two-
thirds of their task time in the equirectangular condition, the partic-
ipants dragged the timeline slider to activate the large preview, in
contrast to only 14.6% with Route Tapestries and 36.3% with NFOV
strips. Since dragging is in general considered as a more physically
demanding input mode [16], we believe that the participants made
the conscious choice to use it instead of hovering in the equirect-
angular condition, likely because small equirectangular previews
were insufficient for target finding. Even with the large equirectan-
gular previews, which were four times larger than the visible part
of the Route Tapestries, the participants still spent on average 28.2%
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longer time to complete the tasks than with Route Tapestries and
missed twice as many targets. This significant performance gap
highlighted that the less distorted Route Tapestry previews could
help users scan scenes and recognize targets more efficiently and
reliably in 360° virtual tour videos.

8.1.2 The Benefits of Continuous Previews. As the results suggested,
converting equirectangular previews to other less distorted formats,
such as NFOV thumbnail strips, does not guarantee improvement in
navigation performance. Despite visual distortion, equirectangular
previews are projected from the full 360° video frame and contain a
considerable amount of continuous visual context around the cam-
era position. The high failure rate (around 20%) of NFOV thumbnail
strips suggests that discrete visual contexts, albeit distortion-free,
may impede rather than assist navigating 360° virtual tour videos.
Since all the targets were at least partially visible in the thumb-
nails, the high failure rate indicated a difficulty in recognizing the
targets from the thumbnails. The discontinuity could reduce the
effectiveness of the previews in two aspects. First, users need to
mentally connect the discrete images and imagine the missing parts
to make sense. This additional effort slows down browsing and
makes recognizing targets, especially those without distinct colors
or patterns, more challenging. Second, distinctive parts of the target
may be left out due to the gaps between the thumbnails.

8.2 Limitations and Opportunities
Our design, implementation, and evaluation of Route Tapestries
were subject to some limitations.

Navigation through Route Tapestries requires that the scenes of
interest form a visually dominant and mostly continuous boundary
along the path of a moving camera. While the content of many pop-
ular 360° virtual tour videos meet these assumptions, they do not
hold for static shots, e.g. narrator speaking, or moving shots in large
open spaces, e.g., a soccer field. Future work could explore means
to detect whether and where Route Tapestries are applicable to a
video. Algorithmic methods could use optical flow algorithms on
360° images (e.g. [2]) to locate static shots and use scene recognition
algorithms [53, 55] to identify open spaces. Other video summa-
rization techniques, such as those visualizing changes [8, 12] or
intelligently selecting thumbnails [46] for static shots, could then be
applied to these isolated segments. Alternatively, video uploading
interfaces could include an annotation tool for video creators to
specify where to apply Route Tapestries and other techniques.

We noted that browsing Route Tapestries generated from very
long videos throughout for interesting scenes may still be time-
consuming. Inspired by prior work on video navigation through
maps [33], we believe an opportunity to improve further the ef-
ficiency of 360° virtual tour video navigation is to annotate the
Tapestry timeline with semantic labels such as building boundaries
or types to enable efficient focus+context search [11].

In this work we specifically focused on the task of navigating
360° virtual tour videos. While we expect this would be a task that
users commonly perform, as they do with NFOV videos [25, 35], we
do not have empirical data about the prominence of navigation in
interactions with 360° virtual tour videos. We also do not yet know
how our novel interface design could change users’ navigation

patterns. Our future work would study these behaviors in more re-
alistic settings, such as observing users’ navigation behaviors when
they watch tour videos to prepare for future trips. Additionally, we
did not access the capacity of Route Tapestries for video skimming,
i.e. efficiently learning the gist of long videos.

In the evaluation, we chose videos with comparable content
and target location distributions, but the differences between them
cannot be precisely controlled due to the nature of real-world vir-
tual tour videos. Future work can apply computer-generated, high-
resolution videos for more precise control over the video content.

8.3 Future Work
Our exploration of Route Tapestries suggests several exciting new
design opportunities.

8.3.1 Route Tapestries for HMDs. Watching 360° virtual tour videos
in head-mounted displays (HMDs) offers a strong sense of immer-
sion and presence. The current 360° video player interfaces for
HMDs are similar to their desktop versions and thus could have
similar navigation issues. The design of the desktop Tapestry player
can be applied to HMD with a few small modifications. To better
match the immersive viewing experience, the Route Tapestries can
be rendered in a circular rather than linear manner, and possibly
surrounding the viewer. Alternatively, the Tapestries can be po-
sitioned to match spatial layout of the video scenes and promote
spatial awareness.

8.3.2 Route Tapestries of Other Types of Videos. We are interested
in extending the applicability of Route Tapestries to a wider range
of 360° videos, such as drone videos, virtual tour videos shot in more
complex environments, and videos with both static and moving
shots.

Route Tapestries for 360° drone videos could be created by adding
a downward-pointing virtual NFOV camera to our current algo-
rithm. These Tapestries can potentially be used for both video
navigation and exploring vast terrains.

We are particularly interested in using richer 3D and seman-
tic information to enable the efficient navigation of 360° virtual
tour videos that capture complex environments beyond those with
clear boundaries along the path. Such videos include not only a
wider range of videos for leisure purposes but also recordings from
body-worn 360° cameras equipped by first responders exploring
the fields [17]. With more accurate depth and semantic informa-
tion, objects which the camera passes by can be segmented and
clustered based on their distances to the camera. Each object cluster
can be rendered as a single Route Tapestry, then stacked together
according to their depths to form a composite Tapestry. When the
user explore this Tapestry, individual layers can move with parallax
in response to cursor movements, resembling the parallax scrolling
effect seen in 2D video games. Further, with more efficient and
accurate 3D mesh reconstruction methods, Route Tapestries can be
directly created with a moving orthographic camera that scans the
environment.

Route Tapestries can be combined with other types of video
content summaries to support navigating 360° videos with both
static and moving shots. With salient objects or characters iden-
tified, static shots can also be visualized in a strip format, where
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the background is shown as a wide-angle image and the character
movement traces are visualized with arrows [12] or stroboscopic
effects [8]. These strip visualizations can then be joined with Route
Tapestries created from moving shots to form a linear narrative of
the video.

9 CONCLUSION
In this paper, we proposed browsing and navigating 360° virtual tour
videos through a continuous orthographic-perspective projection of
the scenes along the camera route, which we call Route Tapestries.
We presented an algorithm for generating Route Tapestries us-
ing the slit-scan imaging technique and the design and evalua-
tion of Tapestry Player, a desktop 360° video player incorporating
Route Tapestries timelines. We conducted a user study compar-
ing Tapestry Player with two alternative baseline designs, which
used equirectangular and row-of-thumbnail strip previews, with a
target-finding task. The study results showed that the participants
were more efficient and found more targets when using Tapestry
Player, highlighting the benefits of reducing visual distortion and
maintaining continuous visual contexts for navigating 360° virtual
tour videos.

We hope Route Tapestries can inspire 360° video player designs
that make virtual tours more enjoyable for people who want to
visit remote places but choose not to do so physically because of
time, health, cost, or other reasons. In our future work, we plan to
extend the Route Tapestry approach for navigating a wider variety
of 360° videos and explore Route Tapestries for HMDs.
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Figure 15: Tour of a Moebius exhibition in a gallery. From https://youtu.be/YkvLXkVZtlc

Figure 16: Driving tour in Los Angeles 1. From https://youtu.be/rIkV_bKLvSE

Figure 17: Driving tour in Los Angeles 2. From https://youtu.be/kdGlselFto0

Figure 18: Cycling tour in the alleys in Harajuku, Tokyo. From https://youtu.be/ZBTXyiTrARQ
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Figure 19: Campus tour of the Harvard Student Center. From https://youtu.be/nFn2_a10O3o

Figure 20: Cycling tour in Omotesandō, Tokyo. From https://youtu.be/ZBTXyiTrARQ

Figure 21: Driving tour in Los Angeles 3. From https://youtu.be/kdGlselFto0
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