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VISUAL RESPONSE TO TOUCH INPUTS 

BACKGROUND 

Touch-sensitive displays are con?gured to accept inputs in 
the form of touches, and in some cases near-touches, made on 
a surface of the display. Touch-sensitive displays may use 
various mechanisms to detect touches, including but not lim 
ited to optical, resistive, and capacitive mechanisms. Further, 
some touch-sensitive displays may be con?gured to detect a 
plurality of temporally overlapping touches. These displays, 
Which may be referred to as multi-touch displays, may alloW 
for a greater range of input touches and gestures than a display 
con?gured to accept only a single touch at a time. 
Some computing devices that utilize multi-touch displays 

may omit a mechanical keyboard, mouse, or other such user 
input device, and instead utilize touch as a primary input 
mode for user interaction With the device. HoWever, Without 
the combination of visual and haptic feedback provided by 
such mechanical input devices, it may be dif?cult for a user to 
determine if a touch input is made properly via such a touch 
sensitive display. 

SUMMARY 

Various embodiments are disclosed herein that relate to 
providing visual responses to touch inputs. For example, one 
disclosed embodiment provides a computing device compris 
ing a touch-sensitive display, a processor in operative com 
munication With the touch-sensitive display, and memory 
comprising instructions stored thereon that are executable by 
the processor to detect a touch input made via the touch 
sensitive display, display on the touch-sensitive display a ?rst 
visual response to the touch input indicating that the touch 
input Was detected by the computing device, and if the touch 
input is made in a touch-interactive area of the display, then to 
display a second visual response to the touch input indicating 
that the touch Was made in the touch-interactive area of the 
display. 

This Summary is provided to introduce a selection of con 
cepts in a simpli?ed form that are further described beloW in 
the Detailed Description. This Summary is not intended to 
identify key features or essential features of the claimed sub 
ject matter, nor is it intended to be used to limit the scope of 
the claimed subject matter. Furthermore, the claimed subject 
matter is not limited to implementations that solve any or all 
disadvantages noted in any part of this disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shoWs an embodiment of a computing device com 
prising a touch-sensitive display. 

FIG. 2 shoWs an embodiment of method of providing 
visual responses to touch inputs on a touch-sensitive display. 

FIG. 3 shoWs an embodiment of a ?rst visual response to a 
detected touch that shoWs a touch input is detected by hard 
Ware. 

FIG. 4 shoWs an embodiment of a second visual response to 
a touch input that shoWs a touch input is detected by softWare. 

FIG. 5 shoWs an embodiment of a third visual response to 
a touch input that shoWs is detected by softWare and captured 
by a touch-enabled user interface control. 

FIG. 6 shoWs an embodiment of a fourth visual response to 
a touch input that indicates that the touch exceeds a maximum 
number of recognized touches for a touch-enabled control. 
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2 
FIG. 7 shoWs another embodiment of a method of provid 

ing visual responses to touch inputs on a touch-sensitive 
display. 

FIG. 8 shoWs an embodiment of an animated disappear 
ance of a ?rst visual response upon the lifting of a touch input 

FIG. 9 shoWs an embodiment of an animated movement of 
a ?rst visual response on a touch-sensitive display. 

DETAILED DESCRIPTION 

The present disclosure is directed to the provision of visual 
feedback in response to touch inputs on a touch-sensitive 
display in such a manner that a visual response is displayed 
for any touch made on the touch-sensitive display during 
normal operation. As described in more detail beloW, the 
disclosed embodiments may help a user of a touch-sensitive 
display to con?rm that a touch input is detected by hardWare, 
and also to con?rm that touch input is received and/or cor 
rectly interpreted by softWare With Which the user is interact 
ing. Further, the disclosed embodiments also may help to 
illustrate the occurrence of inadvertent touches so that the 
user can see the source of any unintended inputs that cause 
unexpected actions to occur on a computing device. 

Prior to discussing the provision of visual feedback to 
touch inputs, an example use environment is described With 
reference to FIG. 1, Which shoWs an embodiment of a com 
puting device in the form of an interactive display device 100 
With a horizontal touch-sensitive display. The interactive dis 
play device 100 comprises a projection display system having 
an image source 102, optionally one or more mirrors 104 for 
increasing an optical path length and image size of the pro 
jection display, and a horizontal display screen 106 onto 
Which images are projected. While shoWn in the context of a 
projection display system, it Will be understood that an inter 
active display device may comprise any other suitable image 
display system, including but not limited to liquid crystal 
display panel systems and other light valve systems. Further, 
While shoWn in the context of a horizontal display system, it 
Will be understood that the disclosed embodiments may be 
used in displays of any orientation. 
The display screen 106 includes a clear, transparent portion 

108, such as sheet of glass, and a diffuser screen layer 110 
disposed on top of the clear, transparent portion 108. In some 
embodiments, an additional transparent layer (not shoWn) 
may be disposed over the diffuser screen layer 110 to provide 
a smooth look and feel to the display screen. 

Continuing With FIG. 1, the interactive display device 100 
further includes an electronic controller 112 comprising 
memory 114 and a processor 116. The controller 112 also 
may include a Wireless transmitter and receiver 118 con?g 
ured to communicate With other devices. The controller 112 
may include computer-executable instructions or code, such 
as programs, stored in memory 114 or on other computer 
readable storage media and executed by processor 116, that 
control the various visual responses to detected touches 
described in more detail beloW. Generally, programs include 
routines, objects, components, data structures, and the like 
that perform particular tasks or implement particular abstract 
data types. The term “program” as used herein may connote a 
single program or multiple programs acting in concert, and 
may be used to denote applications, services, or any other 
type or class of program. 

To sense objects located on the display screen 106, the 
interactive display device 100 includes one or more image 
capture devices 120 con?gured to capture an image of the 
entire backside of the display screen 106, and to provide the 
image to the electronic controller 112 for the detection 
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objects appearing in the image. The diffuser screen layer 110 
helps to avoid the imaging of objects that are not in contact 
With or positioned Within a feW millimeters of the display 
screen 1 06, and therefore helps to ensure that only objects that 
are touching the display screen 106 (or, in some cases, in close 
proximity to the display screen 1 06) are detected by the image 
capture device 120. While the depicted embodiment includes 
a single image capture device 120, it Will be understood that 
any suitable number of image capture devices may be used to 
image the backside of the display screen 106. Further, it Will 
be understood that the term “touch” as used herein may com 
prise both physical touches, and/or “near touches” of objects 
in close proximity to the display screen 

The image capture device 120 may include any suitable 
image sensing mechanism. Examples of suitable image sens 
ing mechanisms include but are not limited to CCD and 
CMOS image sensors. Further, the image sensing mecha 
nisms may capture images of the display screen 106 at a 
suf?cient frequency or frame rate to detect motion of an 
object across the display screen 106 at desired rates. In other 
embodiments, a scanning laser may be used in combination 
With a suitable photodetector to acquire images of the display 
screen 106. 

The image capture device 120 may be con?gured to detect 
re?ected or emitted energy of any suitable Wavelength, 
including but not limited to infrared and visible Wavelengths. 
To assist in detecting objects placed on the display screen 106, 
the image capture device 120 may further include an addi 
tional light source 122 such as one or more light emitting 
diodes (LEDs) con?gured to produce infrared or visible light. 
Light from the light source 122 may be re?ected by objects 
placed on the display screen 122 and then detected by the 
image capture device 120. The use of infrared LEDs as 
opposed to visible LEDs may help to avoid Washing out the 
appearance of projected images on the display screen 106. 

FIG. 1 also depicts a ?nger 126 of a user’s hand touching 
the display screen. While the embodiments herein are 
described in the context of a user’s ?nger touching a touch 
sensitive display, it Will be understood that the concepts may 
extend to the detection of a touch of any other suitable physi 
cal object on the display screen 106, including but not limited 
to a stylus, cell phones, smart phones, cameras, PDAs, media 
players, other portable electronic items, bar codes and other 
optically readable tags, etc. Further, While disclosed in the 
context of an optical touch sensing mechanism, it Will be 
understood that the concepts disclosed herein may be used 
With any suitable touch-sensing mechanism. The term 
“touch-sensitive display” is used herein to describe not only 
the display screen 106, light source 122 and image capture 
device 120 of the depicted embodiment, but to any other 
suitable display screen and associated touch-sensing mecha 
nisms and systems, including but not limited to capacitive and 
resistive touch-sensing mechanisms. 

In some cases, a user’s touch input may not map to the 
expected output due to problems With the input. Such prob 
lems may arise from various sources. For example, in a multi 
touch display system, a user might put tWo ?ngers doWn onto 
an object displayed on the touch-sensitive display anticipat 
ing a particular response, but instead another response is 
presented, or no response at all. With a lack of feedback 
provided by the touch-sensitive display, it may be di?icult to 
tell if the hardWare failed to detect the touch, if the user’s 
?nger missed the target location, if the user Was mistaken 
about the anticipated response, Whether an accidental activa 
tion occurred elseWhere on the device that changed the state 
of the object, or Whether the object is not con?gured for touch 
interaction. Where these input problems are not visually dis 
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4 
tinguished from one another, a user may be provided ambigu 
ous feedback that may lead to a disconnection from the sys 
tem. 

A user’ s ?nger may miss a target touch location for various 
reasons. For example, in some situations, a user’s ?nger may 
obscure a small target location, and therefore make it dif?cult 
to touch the correct location precisely. LikeWise, Where a user 
contacts a touch-sensitive display With a large area of a ?nger, 
the reduction of the touch area to an arbitrary point may cause 
users to miss targets that they are physically touching. 

LikeWise, multi-touch devices may have multiple touch 
states that may be dif?cult to anticipate or distinguish during 
use. For example, some multi-touch devices may support 
operations such as a one-?nger rotate and translate, a tWo 
?nger rotate/translate/scale, etc. Where more than tWo con 
tacts are made, the direct-touch paradigm of interaction may 
be broken, and content may no longer respond to input ges 
tures. This may lead to user confusion Where no visual feed 
back is provided. 

In multi-touch systems, and particularly in systems With a 
horiZontally oriented multi-touch display, accidental activa 
tions may occur relatively frequently. Where accidental acti 
vations occur, users may be able to observe only the conse 
quence of the accidental activation on the application. 
Without visual feedback, therefore may be dif?cult for the 
users to determine the cause of such activations, and therefore 
to learn to avoid them. 

Further, applications may include elements that are not 
intended to respond to touch. Such elements include, but are 
not limited to, deactivated controls, background images, etc. 
These elements are therefore another state that may provide 
no response to a user’s touch input, and that may therefore 
lead to confusion Without visual feedback to a touch. 

In light of these potential problems and others With erro 
neous touch inputs, the interactive display device 100 may be 
con?gured to display various visual responses to a touch input 
to communicate speci?c information about the touch input to 
a user. For example, a ?rst visual response may be displayed 
to communicate to a user that a touch is detected by the 
touch- sensitive display hardWare of the interactive display 
device, irrespective of Whether the touch is made over an area 
of the display on Which a touch-enabled user interface control 
of an application is available. LikeWise, a second visual 
response may be displayed to inform a user that a touch input 
is detected in a touch-interactive area of the display by an 
application running on a touch-sensitive device. 

In some embodiments, different visual responses also may 
be used to indicate Whether a touch is “captured” by a touch 
enabled control or not “captured” by the control (i.e. the touch 
is “uncaptured”). The term “capture” and variants thereof 
may refer to a manner in Which a system associates a touch 
input With a touch-enabled control. For example, in the case 
of a touch input made over a user interface element (eg a 
control), a single touch may be delivered to the element over 
Which the touch is made. If the element is interested in pro 
cessing that touch, the element can “capture” it so that all later 
events With the physical object that made the touch are redi 
rected to the element that captured the object. In this case, the 
touch is “captured.” If no elements are interested in the touch 
input, the touch may stay “uncaptured.” An example of an 
uncaptured touch is the above-described large-area touch in 
Which the point of contact is determined to be outside of the 
active area of the touch-enabled control, even if the user’s 
?nger is touching the control. 

Further, in yet other embodiments, a visual response may 
be used to indicate Whether a touch is ignored due to the 
existence of a constraint. For example, a visual response may 
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be used to indicate Whether a touch on a multi-touch display 
is “overcaptured”, wherein an overcaptured touch is a touch 
that exceeds a maximum number of touches recognized by a 
touch-enabled control. Other non-limiting examples of con 
straints are described beloW. 

In this manner, every touch made on a touch-sensitive 
display may be visualiZed to give the user feedback on hoW 
the touch Was interpreted by the device. Therefore, for each 
touch, a user can see Whether (a) the hardWare detected the 
touch, and Whether (b) the touch input Was directed to the 
desired target (i.e. a touch-enabled control). This alloWs a 
user to more easily identify the source of a touch input error. 
Embodiments of these visual responses are described in more 
detail beloW. 

In some embodiments, these visual responses may be 
implemented as a platform for the development of softWare. 
In this manner, the visual responses to touch inputs may be 
implemented in a consistent manner for any softWare running 
on the platform. This may help users to learn to use the 
platform more quickly, and also may loWer the burden on 
developers to provide solutions for indicating misplaced 
touches, etc., via softWare. 

FIG. 2 shoWs an embodiment of a method 200 for provid 
ing visual responses to touch inputs. Method 200 comprises, 
at 202, detecting a touch input on a touch-sensitive display, 
and then at 204, displaying a ?rst visual response in the form 
of a “touch detected” visual response that indicates that the 
touch Was detected by the hardWare. The “touch detected” 
visual response may take any suitable form. For example, in 
one embodiment, as illustrated in FIG. 3, the “touch detected” 
visual response 302 may take the form of an illuminated area 
located beneath the object 300 touching the screen. The illu 
minated area may create an aural effect vieWable by a user 
around a perimeter of the object 300, thereby informing the 
user of the detected touch. In this manner, if the “touch 
detected” visual response is not displayed, the user has infor 
mation that the hardWare failed to detect the touch. It Will be 
noted that the “touch detected” visual response is displayed 
Whether or not the touch input Was properly made and cap 
tured by an intended control, and any visual responses 
intended to shoW an uncaptured/captured/overcaptured touch 
may be made in addition to the “touch detected” visual 
response. It Will further be understood that this example of a 
“touch detected” visual response is disclosed for the purpose 
of example, and is not intended to be limiting in any manner, 
as any other suitable visual response may be used to indicate 
a touch detected by hardWare. 

The use of the “touch detected” visual response also may 
alloW a user to detect a moment at Which a touch input occurs. 

For example, in some touch systems (i.e. optical systems), 
activation may occur before an object actually touches the 
display. On the other hand, With some resistive technologies, 
activation may occur after a degree of pressure is applied to 
the display. Because no physical sensation accompanies the 
moment of activation, unlike the haptic feedback offered by 
the “click” of a mouse or keyboard, it may be dif?cult for a 
user to anticipate or knoW at What point in a touch gesture 
activation Will occur. On the other hand, by displaying the 
“touch detected” visual response upon activation, a user actu 
ally sees the moment of activation, and can learn to anticipate 
the moment of activation for future touch inputs for any 
speci?c device on Which method 200 is implemented. 

Continuing With FIG. 2, method 200 next comprises, at 
206, determining Whether the touch input occurs in an area of 
the touch-sensitive display that is associated With a touch 
enabled control. The area associated With the control may be, 
for example, an area that is Within the boundaries of an 
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6 
application WindoW displayed on the display, Within the 
boundaries of a displayed image, over or in proximity to a 
user interface “button” control (or other type control), etc., 
and includes touch areas that Would result in either a captured 
or uncaptured touch. Any touch that occurs Within an area 
associated With a touch-enabled control Will result in a second 
visual response that is distinct from the ?rst visual response. 
In this manner, a user has information that the touch input Was 
made in a touch-interactive area of the display, and detected 
by the relevant application. 

In some embodiments, different visual responses may be 
used to indicate Whether a touch is captured or uncaptured 
(i.e. tWo distinct “second visual responses” that depend upon 
capture state). For clarity, the captured and uncaptured visual 
responses are referred to herein as second and third visual 
responses that are each distinct from the ?rst, “touch 
detected” visual response, and that are also distinct from each 
other. FIGS. 4 and 5 shoW example embodiments of an 
“uncaptured” visual response and a “captured” visual 
response. First referring to FIG. 4, the depicted “uncaptured” 
visual response comprises a diverging animation 400 that 
originates at the “touch detected” visual response around the 
associated object 402 and moves outWardly. Next referring to 
FIG. 5, the depicted “captured” visual response comprises a 
converging animation 500 that originates at a location spaced 
from the “touch detected” visual response and associated 
object 502, and converges toWard the “touch detected” visual 
response and associated object 502. In some embodiments, 
the animation may change in intensity as the animation con 
verges/ diverges relative to the object. Through the use of 
different visual responses based upon the capture state, a user 
may be able to easily determine When an input error is due to 
a large-area-touch miss or the like. 

In the depicted embodiment, the “uncaptured” and “cap 
tured” animations respectively comprise an expanding or 
contracting circle that surrounds the object and “touch 
detected” visual response, but it Will be understood that any 
other suitable animation may be used, including animations 
that do not converge/ diverge. Further, in other embodiments, 
other visual responses other than animations may be used. For 
example, in some embodiments, a ?rst color may be used to 
shoW a “captured” state and a second color may be used to 
shoW an “uncaptured” touch state. It Will be understood that 
each of these “captured” and “uncaptured” visual response 
embodiments are described for the purpose of example, and 
are not intended to be limiting in any manner. 

In some situations, a ?nger or other manipulator that slides 
off of a user interface control may remain captured by that 
control until the ?nger or other manipulator is lifted from the 
touch-sensitive surface. Therefore, a “captured” visual 
response may be used to indicate the capture state of a ?nger 
or other manipulator that has been moved from over a control. 
For example, When a user’s ?nger slides on the surface from 
a location over the control to a location spaced from the 
control but remains captured by the control, a “captured” 
graphical element may be displayed in the form of a graphical 
tether extending betWeen the control and the location of the 
?nger as a visual response to illustrate that the touch remains 
captured by the control. In this manner, a second user Who 
touches the control While a ?rst user’s ?nger is captured by 
the control has an indication of Why the control is not 
responding to the second user’ s touch. In some embodiments, 
such a tether visual indication may be displayed only When 
the second user touches the control, While in other embodi 
ments the tether may be displayed anytime a touch is moved 
from over a control but remains captured by the control. It Will 








