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Abstract

This paper investigates a new approach for color transfer. Rather thamstearing color from one image to
another globally, we propose a system with a stroke-based user intéofpoavide a direct indication mechanism.
We further present a multiple local color transfer method. Through ostesy the user can easily enhance a defect
(source) photo by referring to some other good quality (target) imagesrbply drawing some strokes. Then, the
system will perform the multiple local color transfer automatically. The systemists of two major steps. First,
the user draws some strokes on the source and target images to indatsponding regions and also the
regions he or she wants to preserve. The regions to be preserveld witlibe masked out based on an improved
graph cuts algorithm. Second, a multiple local color transfer method isepites! to transfer the color from the
target image(s) to the source image through gradient-guided pixel-wise transfer functions. Finally, the defect
(source) image can be enhanced seamlessly by multiple local coloférdressed on some good quality (target)
examples through an interactive and intuitive stroke-based user interface.

Categories and Subject Descript@ascording to ACM CCS) 1.4.3 [Image Processing and Computer Vision]: En-
hancement

1. Introduction case of a backlighted photo, one may think that the user can
. use the brightness/hue adjustment tools as contained in or-
Nowadays, digital cameras are very popular, and most peo- . . .

dinary image processing software. However, such tools usu-

p!e take many photos on their trips, reunions, etc. However, ally can only be used to adjust the brightness/hue globally. If
since most end users are not professional photographers, a . . .

: such tools are applied to achieve a brighter foreground, the
user usually takes a lot of photos but eventually finds out

that only a small portion of them are satisfactory. Indeed, background might be overexposed. Even if the foreground

with powerful commercial post-processing software, the ex- region in interest is carefully specified, the process is not
! only time-consuming but also may result in artifacts at the
perts could enhance these defect photos, but this task can .
. . . . . foreground and background border. On the other hand, if we
be time-consuming. For those who are not skillful in edit-

ing photos, it might even be unachievable. Fortunately, due can refer to the same obj.ect in other good quality photos, it
to the ease of taking photos, people may dispose of SeVGI’alWOUld be much easier. Figuré shows three cases and our

photos of the same object or similar scene captured by using result along with their reference example(s).

one or more cameras. Thus, it is easy to acquire some good |, this paper, we propose an easy-to-learn and easy-to-use

quality photos of the same object or similar scene, and itis system for photo enhancement. To use our system, no extra

possible to use them for enhancing the defect photos. photographic equipment and knowledge is required and the
The direct enhancement of the photos by using some post- Users also do not have to change their habits in taking photos.

processing tools may not be an easy task. For example, in the What they only have to is to acquire some other good quality
photos as targets and draw some strokes on the source and

target photos to indicate the corresponding regions and the

T e-mail:{jonathan, isaddo}@cmlab.csie.ntu.edu.tw regions they want to preserve. Then, a multiple local color
1 e-mail:robin@ntu.edu.tw transfer operation is applied to transfer the color from the
§ e-mail:ming@csie.ntu.edu.tw targets to the source photo through gradient-guided pixel-
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Figurel: Three photo enhancement examples. (a) The left two photos are@aptitwvo different places at the same day. The
upper one is used to enhance the lower one. The right photo showsstiie (b) The left upper and lower photos depict the
same scene captured from different viewpoints and the lower one is usatidace the left upper one. The right upper photo
shows the result. (c) The lower two photos are captured on a mountaifr@andan airplane, respectively, and the right one is
used to enhance the left one. The upper photo shows the result.

wise color transfer functions. Thus, our contribution is to strokes, the user can divide the image into several regions
provide a new simple yet effective interactive multiple local and locally adjust parameters such as brightness. However,
color transfer system that provides an intuitive mechanism in some cases the "feeling" of a photo is far too subtle to
to enhance photos without tedious manual work. be adjusted by separate parameter. In our system we want
to transfer the "feeling" by referring to one or more other
images without adjusting individual parameters. In contrast,
2. Related Work Baeet al.[BPDO§ proposed a system that enables the user
For transferring color from one image to another, Rein- !0 transfer the "feeling” from one example to a target image,
hard et al. [RAGS0] developed a simple vyet effective  Put iF lacks of the ability of local control which our system
method. Welshet al. [WAMO2] presented another global ~ Provides.
color transfer system which is applicable for most scenic
photos. For photos that contain foreground objects of spe-
cific intgrest such as portraits of persons the system is not 4o image that has a better quality. étzal. [JSTS04 pro-
very suitable. Following research work]TOSCSNO7 pro- posed a method that uses a pair of photos taken with dif-
poses to solve this issue by presenting a probabilistic ap- ferent exposure conditions to enhance one of them with
proach to conduct local cqlortransfer. Howevgr, the user.stlll motion blur. Similarly, Eisemann and Durand04,
does not have enough direct control to specify the regions Petschnigget al. [PSA 04, and Agrawalet al. [ARNLOS]

that should be modified and the colors to be transferred. The presented other approaches to achieve an enhanced photo by
only way to fine-tune the result is to make use of a refer- o mpining flash and non-flash photo pairs. However, these
ence image then apply the algorithm again in a try-and-error ehods usually need extra equipment, such as a tripod or
fashion. a high-quality flash lamp. Furthermore, there are various

To supply more user control, Leviet al. [LLWO4] pre- prerequisites for taking the photos, i.e., the user needs to
sented a scribble-based color transfer method. With their know what methods he will apply after taking the photos,
user-interface, the user can specify the regions without pro- and sometimes professional photographic knowledge is also
viding an accurate segmentation. However, since the user required.
has to choose the color for colorization by himself, without
the hints that a reference image can provide, it is very diffi-
cultto acquire the color of the real photo or what the user ex- 3. Stroke-based User Interface
pected. Besides this, under the assumption that neighboring
pixels with similar intensities should be colored by similar
colors, the system can only be used to color simple textures
with only one color, which constricts itself from being suit-
able in many real cases, such as the scarf in Figufa).

Several methods have been proposed to enhance images
by combining multiple photographs of the same object in

The goal of our system is to enable the user to easily en-
hance a defect photo by referring to other good quality pho-
tos. Hence, an interactive and intuitive stroke-based user in-
terface is provided for specifying corresponding regions on
both the source and target photos. Besides this, the user can
On the other hand, Lischinskt al.[LFUS0] proposed a draw a stroke only on the source photo to preserve a region
scribble-based local parameter editing tool. By using some as the example shown in FiguBe Figure 2 (a) and (b) show
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version of the graph cuts algorithrBYZ01]. It is used to
minimize the following energy function:

E(lp) = > Ec(p)Ep(p) +a

Z Es(p.a), (D)
pels p.g€ls,qeNp

wherelp is a possible labeling of pixgd andNp denotes the
neighboring pixels op, i.e.,q € Np means thap andq are
neighboring pixels.

Ec(p) is the color term which is used to measure the con-
formity of the color of pixelp and is defined in the same way
as in most of the previous work\[YC*06,RKB04,LSS0].

The foreground strokeB3- and the background on& are
used to build 3D GMMs (Gaussian Mixture Models) to de-
scribe their color distributions. These are used to estimate
whether the color of a pixgb is closer to the foreground or
the background region.

Es(p,q) is the smoothness term which is intended to
maintain the edge in the image. It useslthe-normdistance
of the neighboring pixel andq in L*a*b* color space to
measure the smoothness of the two pixels. If the color dis-
tance of the two pixels is small, it aims for making the labels
of two pixels as same as possible. Otherwise, two different
labels can be assigned to the two pixels.

Besides the color and smoothness terms as used in the tra-
© ) ditional graph cuts algorithm, we introduce a new position
term Ep(p) in Eq. (1), which utilizes the spatial informa-
Figure 2: (a) Strokes on the source photo. The light blue tion specified by the strokes in order to avoid discontinu-
stroke was drawn for preserving the background, since there 0us segmentation due to similar colors in different regions
is no such stroke on the target photo (b). (b) Corresponding Of the image as shown in Figur8 (a). If a pixel is closer
strokes on the target photo. (c) The source photo. (d) Our re- to the foreground/background strokes, it is more likely that
sult. The background is preserved completely, and the scarf it should belong to the foreground/background regions. Fur-
is successfully recovered. thermore, if a pixel lies between the foreground and back-
ground strokes, it means that the user expects the system to
decide where to place the border. We use the following equa-

.. tion to model this:
some strokes drawn by the user. The color of the strokes indi-

cates correspondence between the source and target photos. Ep(p) = %sign(r) x |r|"+0.5, ¥

After the user has drawn some strokes, we first analyze \ e rer ¢ [_1,1) indicates the normalized distance differ-
them. We first collect the pixels under the strokes that specify ence from pixelp to the foreground or background strokes

the regions to be preserved (background) and to be edited PS, x € {F, B} and the opposite ond which is defined as:
(foreground) on the source photo to build the pixel $&s ' '
andP%, respectively, wher@ and F are the labels used to _ Dist(p, Ps) — Dist(p, F})
denote the background and foreground regions, respectively. Dist(p,P%) + Dist(p,P3)’
In addition to this, we use@ to denote a pixelcp andlp are
the color and label of pixgh andls andl; are the source and

target photos. Dist(p, ) = min||p—p'll. Ve’ € Bz

and the distance functidbist(p, %) is defined as:

) Moreover,
4. Background Preservation . S . <
DISt(p7 Pf) + DISt(pa PB)

max(ws, hs)

Before applying the color transfer, in order to avoid unex- n=aexp(—b

)
pected modification of the background regions, we conducta . d to decid the i ; f th tial inf
background preservation process to segment the source im-'> Used to decide on the iImportance of the spatial informa-

age into foreground and background regions based on the.t'on' Ws and hs denote the width and height of the source

strokesPS- and PS as described in Sectiod The back imagels, and are used to normalize the distance functions.
F B -
ground preservation process is performed by an improved  With the new position terrp(p) € [0, 1] o« r, we achieve
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model pairsG$ (i, 03) andGj (1, o) by using correspond-

ing strokes with the same color (labglx F, respectively,
wherey;j is the mean andj is the standard deviation in
the Gaussian color mod@;, so there argF| local color
transfer functions. Furthermore, we also build the back-
ground Gaussian color modéf; (pg;,0%) for the preserva-
tion (background) regions on the source image based on the
preservation (background) strokie.

Then, we need to decide by which ratio a pixel should be
influenced by each local color transfer function. We use the
following equations to set pixel-wise constraints to accumu-
late the influences of each local color transfer function on
each pixelp € Is:

Figure 3: Background preservation result for Figur2 (a). Z C(cp, J')H?-ir C(cp, j)Cp, iflp=F
um—{

@ (b)

(a) The result of progressive cl\[YC 06] in the first step. i€F i€ 4)
Since the color of the wall is similar to part of the face, the c iflo=B
shadow looks like the clothing, and the T-shirt is white, the » P
result shows some errors. (b) Our editing (foreground) re- o
gions, which are obtained in one step. Clep, )=+ § Clep,j), iflp=F
f(p) = jez]-' o ng
1, iflp=8

(®)

much cleaner segmentation results as shown in Figyi®,

and the background regions can be preserved precisely ac- z C(cp, j)litj 4 ZBC(% ep, iflp=F
cording to the background strokes drawn by the user. Finally, v(p) ={ IEF j€

after the graph cuts process, egek Is is labeled by one Cp, iflp=5
Ip € {F,B}.

(6)

whereC(cp, j) indicates by which ratio the colap should

) be influenced from thé-th local color transfer function and
5. MultipleLocal Color Transfer

is defined as:
Our approach for multiple local color transfer is to set a suit- ) P(cp|GT—‘)
able local (pixel-wise) color transfer function for each pixel. Clep, j) = —Z P(cp|GS,)’
. . K . PN
Since the color transfer is operated in tlog8 color space, j/€FNB

it can be performed separately in the three channels. The whereP(cp|G?) is a Gaussian probability distribution func-

following description refers to only one of the channels. The tion which is used to estimate the probability that the pixel's

jvzr;e process is applied to the other two channels in the sameColorcp belongs to the Gaussian color modﬁl of the j-th

stroke on the source imade
Just like in the original global color transfer method
[RAGSO01, we treat the pixel-wise local color transfer func-
tions (Sectiorb.1) as three linear processes: shifting, scaling
and then shifting again denoted byp), f(p) andv(p) for

updating the pixep € s, respectively. Then, the gradient of . .
the original source imagk is used to improve the pixel- v(p) to the original colorcp and set the scaling oné(p)

ise local col fer f . d obtain the . to 1 to preserve the original color in the preservation (back-
wise loca cqor transter uncﬂon; and obtain t.e unctions ground) regions. In addition, the latter term (i.es B) of
(Sections.2) u(_p), f(.p) andy”( p). Finally, the muitiple local the casép = F sums up the probability that a given colgy
color transfer is defined as: appears in the background Gaussian color m@&fgl This

c'p = (cp—0(p))f(p)+9(p), Vpels. 3) is designed to prevent segmentation errors in the background

regions which produce unexpected change, especially for the
edges and some fragmentary background regions between
the foreground ones.
By using the user’s strokes, the source image can be divided
into two regions: the regions to be edited (foreground) and
to be preserved (background). For the edit regions, since
there are corresponding strok@§ and P} on both of the Applying only the pixel-wise local color transfer functions
source and target images, we first build the Gaussian color for color transfer may result in some artifacts as shown

In Eq. @)~(6), if a pixel pis in the edit (foreground) re-
gions (i.e.,lp = F), the weighted average of each function
is set top as a pixel-wise local color transfer function. Oth-
erwise (i.e.]p = B), we set the shifting parameteargp) and

5.1. Pixel-wise color transfer function

5.2. Gradient-guided color transfer function
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(b)

Figure 4: (a) The result of directly applying the pixel-wise
local color transfer functions for transferring color. (b) The
close-up view of the red rectangle in image (a).

(b)

Figure5: (a) The weight of the gradient-guided constraints.
(b) The difference between Figu(c) and (d).

in Figure 4. Thus, before performing the color transfer,
we need to use the gradient of the original source image
Is to improve the pixel-wise local color transfer functions
u(p), f(p) andv(p) and obtain the gradient-guided color
transfer functionsu(p), f(p), andV(p) based on the the
following quadratic energy function proposed by Lischin-
skiet al. [LFUSO04:

f=arg min{
f

Zw(pr(p)ff(p))zm

pels

h(vfm).,w)},
@

where the first term constraints the solutibfp) to be as
close to the originaf (p) as possible and(p) is defined as:

V'p:XG {]:,B}

pels

= xC i),
w(p) ma (Cps J),

The second term in Eq.7) is the smoothness term which is
defined as:

; _ _IK®E L Ihe)P
h(VE(P). VL) = L 7% T TR TE"

whereL is the log-luminance channel of the source image
and the subscriptsandy denote spatial differentiation. This
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ensures consistency between the neighbor value i,

but allows for rapid changes across significant edges. Al-
though Eq. Q) is used for enhanced the scaling parameter
f(p), the shifting parameterg p) andv(p) are improved by
applying the same process. Figus€a) shows the weight of
the gradient-guided constraints.

5.3. Color transfer

Finally, we conduct the color transfer via Eg3).(Hence,
each pixel is altered by different and suitable transfer pa-
rameters. Furthermore, the color transferring process does
not influence the preservation (background) regions. Figure
5 (b) shows the difference between the source image and the
final result. The background is preserved completely and no
detail is lost in the photo enhancement process.

6. Results

Figure 2 (c) shows a common case where the defect photo
is taken against the light source. We used another photo (the
left upper photo of Figurel (a)) taken on the same day to
enhance it. The source defect photo is successfully enhanced
by our color transfer method and both the clothing and scarf
in the source photo are successfully recovered as shown in
Figure 2 (d). Figure 2 (a) and (b) show the strokes drawn
on the source and target photos respectively.

Figure 1 (c) shows a situation where is difficult to take
a satisfying photo by a specific exposure. The source photo
(the left lower photo of Figuré. (c)) is taken by the exposure
which is suitable to capture the sea of clouds. For the over-
exposed sky, we chose another photo (the right lower photo
of Figure 1 (c)) taken on an airplane at sunrise and transfer
the color of the sky to enhance it. The result is shown in the
upper photo of Figurel (c).

Our multiple local color transfer method can also be used
as for global color transfer. Figuré (a) shows an overex-
posed photo and Figurés (b) shows another photo taken
by a different person on the same trip, which served as tar-
get photo. Our result (Figur® (c)) is compared with Rein-
hardet al's [RAGSO01 one (Figure6 (d)).

Figure 7 shows the comparison of our result and that of
Tai et al’s local color transfer methodlPT05. The source
photo is taken with the red tree, so the surface of the river
reflects a little bit of red light. Taet al’s result as shown
in Figure 7 (c) successfully separates the trees and the river
when transferring the green color, however, the river still in-
cludes a little bit of red. Our river as shown in Figure(d)
correctly reflects the green light on the river.

Sometimes it is hard to figure out how to achieve a com-
bination of effects in a single step. In this case, it is better
to have a progressive editing feature in the system, so that
we can concentrate on one part first and then processing the
others. Figure8 demonstrates that our system is capable to
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(© (d)

Figure 6: The comparison of our result and that of Rein-
hard et al’s global color transfer methodRAGSO01 (a) The
source overexposed photo. (b) The target photo taken by an- -
other person. (c) Reinharet al’'s [RAGSO1result. (d) Our @ ®©
result.

Figure 8: The progressive editing example. (a) The source
photo taken in a high contrast scene. (b) The result of en-
hancing the background. (c) The result of enhancing the face
further. (d)~(g) The strokes for editing, where (e) is used to
enhance (d) and (g) is used to enhance (f). The red stroke in
(d) and (f) successfully preserves the person in (a) and the
background in (b).

© (d)

Figure 7. The comparison of our result and that of  packground, the face is still not clear enough, so we chose

Tai et al’s local color transfer method'l[JTOﬂ. (@ The another photo to enhance the skin color of the face and ob-
source photo. (b) The target photo. (c) HEial's [TJTO0] tain the final result as shown in Figu@(c). To exploit the
result. (d) Our result. preservation stroke, the sea and coast are not influenced in

the further editing. Finally, we have a photo with living ex-
pression and a beautiful background.

Our system is also able to seamlessly extract colors in dif-
ferent regions of different images. Figu@&shows the case
of using multiple target photos to enhance one source image.
The source photo as shown in Figuée(a) is taken at dusk
and the sunlight only lightens the mountain top. We acquired
three target photos to enhance the sky, mountain, and forest
parts, respectively, as shown in Figuegd)~(f).

cope with this situation. The source photo as shown in Fig-
ure 8 (a) is taken under bright sunlight and high contrast.
In this situation, it is hard to decide on the exposure to take
a photo with that is satisfying for the whole region. In this
example, the background is overexposed, but the face is still
a little bit underexposed. The user can use our system to eas-
ily create an enhanced photo. To achieve this, we first chose
a photo with a beautiful sea and coast in the same album, Figure 10 (a) and (b) show two photos taken in the early
then perform background enhancement to obtain a first re- evening. One photo (Figuré0 (a)) is taken with long expo-
sult as shown in Figure8 (b). After having enhanced the  sure time for recording the track of the cars’ lights, darker

submitted tdPacific Graphics (2008



C.-L. Wen, C.-H. Hsieh, B.-Y. Chen, & M. Ouhyoung / Exampiseld Multiple Local Color Transfer by Strokes 7

P
@ (b) (€
(d) ©) ®

Figure 9: An editing example of using multiple target pho-
tos. (a) The source photo. (b) Our result. (c) The strokes on
the source photo (a). (e)(f) The target photos and their cor-
responding strokes, including the target photo for the (d) sky,
(e) mountain, and (f) forest.

Figure 10: (a) The source photo taken by long exposure for
recording the track of the cars’ lights. (b) The target photo

record the mood in the evening. (c) Our result is created by
combining the two subjects.

Figure 11. (a) The strokes on the source photo. (b) The
strokes on the target photo. (c) Our result.

Table 1: Processing time in each stage. (in seconds)

Scarf Coast Sunrise

(Figure 2)  (Figure 8)  (Figure 1(c))
Image dimension  48& 640 428x 640 640x 424
Color space 1.133 1.133 0.978
conversion
Graph cuts 2.984 3.094 3.454
Gradient-guided 3.969 2.046 3.781
improvement
Upsampling 3.453 3.579 2.891
Other processes 1.148 0.992 0.830
Total 12.687 10.844 11.953

7. Implementation

In our method, the biggest problem with obtaining the
gradient-guided color transfer function is performance. Al-
though downsampling is quite useful for speeding up
the process, upsampling is another problem. We use
Kopf et al. [KCLUO7]'s joint bilateral upsampling method

to solve this problem. In their method, they combine region
information of the full resolution source photo in the up-
sampling process, and the result is smooth and edges are
preserved. Therefore, we can achieve an interactive photo
enhancement system with a stroke-based user interface and
still have good results.

In our system, the solution calculated on one eighth size
in width and height is enough to get acceptable results, and

roads, and houses, but the sea and sky become too bright® uPsampling takes about 4 seconds for a 0.3 mega-pixel

because of overexposure. However, the user takes anothe

photo (Figure 10 (b)) to capture the mood of the sea in the

evening. Hence, we can use our system to combine these two

subjects to create a better photograph.

Figure 2 (c) and Figurell1show a result of enhancing the
foreground which is mixed with the background, therefore

jmage in our implementation. Tablklists the processing

times at each stage of some results in this paper. All results
in this paper were produced by following parameter settings:
a=16inEq. ();a=5andb=5inEq. @);A=02,a0=1
ande = 0.0001 in Eq. Q).

8. Conclusion and Future Work

it requires tedious segmentation in traditional approaches

if partial editing is preferred. Using our stroke-based user In this paper, we have proposed an example-based photo en-
interface, the underexposed foreground is successfully en- hancement system with an interactive and intuitive stroke-
hanced, but the small background regions surrounded by based user interface. Furthermore, a multiple local color
the foreground are not influenced. In addition, although the transfer method is presented and applied to transfer color
bookshelf in the source and target photos are not specified from the target examples to the source defect photo through
by the user, since its color is similar to the tablets, it can also gradient-guided local (pixel-wise) color transfer functions.
be enhanced by the tablets in the target photo. Our method can produce accurate results that match the
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users’ expectations. What is more important, our system is  Bayesian correction of image intensity with spatial con-
very easy to learn and use; no detailed photographic or photo  sideration. InProceedings of 2004 European Conference
editing knowledge is required. Along with convenience and on Computer Visior2004), vol. 3, pp. 342—354.

efficiency, it is also a powerful way to complete creative [KCLUO7]

: X KopPF J., COHEN M. F., LISCHINSKI D.,
tasks. In future work, we would like to develop other edit-

. i UYTTENDAELE M.: Joint bilateral upsampling. ACM

ing features under the same scenario. Transactions on Graphics 28 (2007), 96. (SIGGRAPH
Although our system works well for almost photos, it still 2007 Conference Proceedings).

suffers from some limitations. First, a reference photois nec- [ FUS06] LiscHINSKI D., FARBMAN Z., UYTTEN-

essary, although it should be easy to be acquired. If there is  pag| e M., SzeLIskI R.: Interactive local adjustment of

no reference photo at hand, it is hard to enhance the defect  tona| valuesACM Transactions on Graphics 23 (2006),

one by our system. Besides this, it might not be possible to  646-653. (SIGGRAPH 2006 Conference Proceedings).
recover the details of the defect photo if the details were not
P [LLWO4] LEVIN A., LISCHINSKI D., WEISS Y.: Col-

captured in strongly over-exposed or under-exposed photos. o . o .
P gy P P P orization using optimization. ACM Transactions on

Graphics 233 (2004), 689-694. (SIGGRAPH 2004 Con-
Acknowledgments ference Proceedings).
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