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Figure 1: Users record audio stories once, and ROPE will automatically shorten them to create the 45 seconds, 30 seconds, and
15 seconds versions. ROPE can shorten audio to other lengths as well. It does so by selecting subsets of sentences from the
original story. It first performs speech-to-text and text summarization to capture topics in the audio story. It then calculates
each sentence’s score, indicating how relevant it is to these topics. Finally, it performs a combinatorial optimization to select
an optimal sentence combination that maximizes the total sentence score while complying with the length limit.

ABSTRACT
Following the prevalence of short-form video, short-form voice
content has emerged on social media platforms like Twitter and
Facebook. A challenge that creators face is hard constraints on the
content length. If the initial recording is not short enough, they need
to re-record or edit their content. Both are time-consuming, and the
latter, if supported, can have a learning curve. Moreover, creators
need to manually create multiple versions to publish content on
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platforms with different length constraints. To simplify this pro-
cess, we present ROPE1 (Record Once, Post Everywhere). Creators
can record voice content once, and our system will automatically
shorten it to all length limits by removing parts of the recording
for each target. We formulate this as a combinatorial optimization
problem and propose a novel algorithm that automatically selects
optimal sentence combinations from the original content to comply
with each length constraint. Creators can customize the algorith-
mically shortened content by specifying sentences to include or
exclude. Our system can also use the user-specified constraints
to recompute and provides a new version. We conducted a user
study comparing ROPE with a sentence-based manual editing base-
line. The results show that ROPE can generate high-quality edits,
alleviating the cognitive loads of creators for shortening content.
While our system and user study address short-form voice content
specifically, we believe that the same concept can also be applied
to other media such as video with narration and dialog.
1Project page available at https://www.dgp.toronto.edu/~bryanw/rope
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1 INTRODUCTION
Audio-based social platforms have gained tremendous growth since
the beginning of 2021. In February 2021, Clubhouse's [4] global
downloads increased from over 3.5 million to 8.1 million within
two weeks and accumulated up to more than 28 million at the
end of the year2. Following Clubhouse's success, tech giants such
as Twitter, Facebook, and Spotify had also joined the market by
launching their versions of live social audio platforms3. In addition
to live-streamed audio, platforms that allow users to record and
post voice content have also emerged. Facebook Soundbites [5]
enables creators to create and share bite-sized, short-form audio
stories and conversations. Cappuccino [3] allows users to record
short audio messages to share their thoughts with friends. While
still in its infancy, short-form audio platforms are showing signs
that social audio could follow a similar trend witnessed for videos
on social media�they are becoming shorter [9].

Short-form content tends to be heavily-edited, concise media that
e�ectively engages the audience. It o�ers rich information while
requiring only seconds of a person's attention. Many platforms
such as TikTok and Instagram (video), and Twitter (text) even de-
liberately impose hard constraints on length to encourage creators
to curate content in concise formats. However, ensuring that con-
tent complies with length constraints can be time-consuming and
sometimes requires expertise in content editing. Moreover, length
limits can vary across platforms, and creators would therefore need
to manually create multiple versions of the content if they wish to
publish on various platforms. These di�culties can be challenging
for creators with limited editing experience.

This paper focuses on the automatic shortening of audio sto-
ries to lower the barrier to short-form audio content creation. We
present ROPE (Record Once, Post Everywhere), an automatic sys-
tem that shortens a raw voice recording to any target length and
generates high-quality audio output. ROPE contributes an editing
paradigm thatunderstandsthe audio story and semantically edits it,
as opposed to existing methods that require users to edit raw wave-
forms [1, 2, 8] or text [11, 12, 16] without automatically reasoning
about the overall story. To inform the design of our system, we �rst
collected and analyzed recording samples of short audio stories
from Mechanical Turk. We then conducted a listening study for
audio time-stretching, an audio shortening technique commonly

2https://www.high�delity.com/blog/most-popular-social-audio-apps
3https://citrusbits.com/the-rise-of-social-audio-facebook-twitter-spotify-reddit-to-
add-clubhouse-like-features

used in video/audio editing. The results indicate that speeding up
speech audio would inevitably sacri�ce its intelligibility and natu-
ralness, and the subjective rating monotonically decreases as the
speed-up factor increases.

To address the limitations of existing shortening techniques, we
present an algorithm that can shorten a voice recording to �t any
length limit. We formulate automatic shortening as a combinatorial
optimization problem to select optimal sentence combinations com-
plying with length constraints. Our algorithm �rst transcribes the
recording and segments it into sentences. It then selects optimal
sentence subsets from the original recording by maximizing the
total sentence score given the length constraints. We designed the
sentence score function to consider both a sentence's duration and
its relevance to the summary of the audio story, obtained with neu-
ral abstractive summarization, in the sentence embedding space. We
use dynamic programming for e�cient optimization, which runs in
real-time. Once the optimal selection is obtained, ROPE synthesizes
the �nal audio output by cropping and concatenating the selected
sentences. We also apply an audio enhancement technology to in-
crease sound quality. A key challenge of automatic shortening of
audio stories is their subjective nature, i.e., there can be more than
one "good story" that �ts the length limit. Therefore, we further
investigate user-in-the-loop approaches to re�ne ROPE's sentence
selections based on user preferences. We conducted a user study
comparing ROPE with a manual editing baseline to solicit user
feedback. The results showed that using ROPE achieves higher out-
come satisfaction while requiring lower cognitive loads for creators
compared to fully manual editing. To the best of our knowledge,
this work presents the �rst investigation on the length-constrained
shortening of already short-form audio stories. In summary, our
paper makes the following contributions:

� Data collection of short-form audio stories from Mechanical
Turk and an analysis of the emerging media.

� A listening study that demonstrates the capabilities and lim-
itations of audio time-stretching, a shortening technique
commonly used in social media.

� The formulation of audio story shortening as a combinatorial
optimization problem and a novel algorithm that can shorten
audio to comply with any length limit.

� A full-stack system allows users to interactively re�ne the
algorithmic output, which was shown to be e�ective for
creating shortened audio content.

2 RELATED WORK
ROPE automatically shortens an audio story leveraging text sum-
marization techniques. In this section, we review the literature in
1) automatic summarization for speech, and 2) speech editing tools.

2.1 Speech Summarization
Automatic summarization produces an condensed and informa-
tive version of its input sources and has been explored on various
modalities such video [33, 46], audio [17, 30], and text [31, 36, 45].
Speech summarization [27,41,48] often summarizes speech content
by transcribing them into text and leverages text summarization
techniques that can capture the underlying semantics. Text sum-
marization can be broadly categorized as extractive summarization
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[13, 20, 45, 47, 49] and abstractive summarization [18, 21, 28, 37].
The former summarizes texts by extracting essential information
sentences; the latter "re-writes" the summary, i.e., generate sum-
maries that contain new phrases and sentences that may not appear
in the source text. Our work also leverages text summarization to
shorten audio stories. However, we did not directly apply existing
extractive summarization models as they are usually trained to
summarize longer-form content such as news articles [35] and do
not consider the length of texts in audio. Instead, we build upon
abstractive summarization and propose a novel speech shorten-
ing algorithm that considers both the language semantics and the
length of text content in audio.

2.2 Speech Editing Tools
Speech content is traditionally edited using a waveform-based ed-
itor such Audition [2], Audacity [1], and Logic Pro [8]. However,
navigating and editing raw speech recordings using a waveform
editor can be di�cult as it does not present the language content
within the audio. Therefore, there has been a body of work investi-
gating text-based editing of speech [11,12,16,22,40,42]. Text-based
editing leverages time-aligned transcriptions, enabling editors to
focus on the text content while editing. While e�ective, text-based
editing tools typically do not provide content-level edit sugges-
tions. As a result, users still have to decide which content to edit
manually. ROPE di�ers from prior work in that our algorithm can
automatically generate edit suggestions using our natural language
processing pipeline. ROPE also provides sentence-based manual
selection tools for users to re�ne the algorithm output.

3 FORMATIVE STUDIES
We conducted formative studies to characterize the content people
would record for short-form audio stories and to understand the
limitation of audio time-stretching, a commonly used shortening
technique for audio/video content on social media platforms. The
�ndings motivated the design of our system's shortening pipeline.

3.1 Study 1: What are short-form audio stories?
Despite the abundance of edited short-form audio content on the
internet, original unedited recordings are typically unavailable. To
kickstart research in automatic editing and retargeting of short-
form audio content, we collected a dataset of unedited audio story
recordings on Amazon Mechanical Turk using a web app hosted
on Google Cloud Platform.

3.1.1 Study Procedure.Firstly, we explained the task and solicited
participants' consent to use their audio samples for research. We
ensured the recordings were disassociated with their worker ID
so that the speaker could not be identi�ed. Then, we provided an
example audio story one of the authors recorded to help partici-
pants understand the type of content we wished to collect. We then
asked the participant to test their microphone and English �uency
by reading out a sentence presented on the screen. Our system
transcribed their speech in real-time and checked if it matched the
assigned sentence. After that, the main task starts. We �rst showed
a text prompt from a corpus of six prompts that encouraged the
participant to talk about their personal experience on su�ciently
general topics. These topics include describing a vacation, a project

they worked on, a food/drink they like, a song they like, a place they
would like to live in, or a recent event for which they feel grateful.
We instructed the participants to record at least one minute and
not to record personal information or excessive profanity in the
recordings. Participants could switch to the last topic in the corpus
if they found recording stories for the assigned topic challenging.
We provide a text box for the participant to optionally sketch out
their story. Once the participant clicked on the "start� button, the
recording began. The participants could not stop the recording until
at least 1 minute of audio was recorded. Once the recording was
done, they could review it and decide if they wanted to re-record it.
If they were satis�ed with the recording and clicked to submit it,
the website sent the audio to a back-end server hosted on a Google
Cloud virtual machine anonymized with the worker ID.

3.1.2 Findings.We collected 35 audio recordings (25 male, 10 fe-
male). We discarded one audio clip in which the participant only
recorded silences. The average length of the remaining recordings
is 73.1 seconds (Std=14.1), and the average length of each audio
story is 160.8 words (Std=64.7). The average word per minute in
the story is 129.7 (Std=42.1). We observed a common topic-based
structure of the audio stories we collected, as shown in �gure 2
with sentences with di�erent functionalities colored di�erently.

An audio story usually consists of the main topic, multiple rele-
vant sub-topics, and an ending:

� Main Topic : The exposition, or the hook. The story's �rst
sentence typically establishes the theme/context by reiterat-
ing or answering the prompts (teal).

� Sub-topics: Following the exposition, there may be several
sub-topics that are relevant to the main theme. In addition
to the topic sentence (blue), supporting sentences (yellow)
were sometimes used to provide further information.

� Ending : To conclude the audio story, the speakers usually
echo the exposition to provide a high-level summary of the
whole story (teal). Some may end the story in more creative
ways, such as making a joke or posing an intriguing question.

Based on the common structure we observed, we aim to design
an algorithm that captures the underlying topics of short audio
stories and shortens them by removing topics and their supporting
sentences.

Figure 2: Example story from our data collection study. A
story typically consists of the main topic (exposition), sev-
eral related sub-topics, and an ending that echos the exposi-
tion. Sentences colored in teal are relevant to the exposition,
while the blue ones are the topic sentences, and the yellow
ones are sentences that support an established topic.
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3.2 Study 2: Voice naturalness vs. speed-up rate
Audio time stretching alters an audio signal's playback speed and
duration. It is commonly used for video and audio editing when ed-
itors want to conform longer material to a designated time slot
[6]. Resampling-based time stretching, though widely used on
short-form platforms like TikTok and Youtube Shorts, would al-
ter the speech's pitch when changing its playback speed. In con-
trast, pitch-preserving time stretching, such as phase vocoder[26]
and WSOLA[44] can preserve the harmonic structure of speech
signal while reducing/increasing the number of periods to alter
the duration. However, pitch-preserving methods could still intro-
duce artifacts. The artifacts could go unnoticeable for a minimal
speed-up but become more prominent as the degree of stretching
increases�the words become less intelligible as phonemes are clus-
tered together. Though intuitively understandable, the relationship
between speeding up and the naturalness/intelligibility of speech
is unclear, let alone in the context of social media audio stories.
Therefore, we conducted a listening study to investigate how much
speed-up, when exceeded, would result in perceivable degradation
of naturalness and intelligibility.

3.2.1 Experiment Setup.We applied WSOLA to recordings col-
lected in Section 3.1 with di�erent speed-up rates and conducted
a listening test on Amazon Mechanical Turk (AMT) [14] to obtain
subject ratings for time-stretched audio stories. Workers were re-
quired to be in the United States and use English as the primary
language. We selected 20 recordings that do not contain content
that may be controversial or indicative of personal information.
The recordings equally consisted of 10 male voices and 10 female
voices. For each recording, we �rst split the audio based on silences
to ensure we extracted excerpts that contain speech and that each
excerpt was followed by a silence to avoid cutting in between words.
We then randomly selected four excerpts per recording and sped up
them with stretching factors ranging from 100% (original speed) to
200% (2x speed) with a common di�erence of 5% from 100% to 150%
and a common di�erence of 10% from 150% to 200%. We also pro-
vided a 300% speed-up sample for validation, which was not used in
the �nal analysis. We expected the turkers to consider the original
recording more natural than average and the 300% speed-up less
natural than average. Otherwise, we considered they ignored the
instructions and thus invalidated the answers. In total, we stretched
each audio to 17 di�erent speeds, and 1360 audio recordings were
generated for turkers to provide subjective ratings.

3.2.2 Study Procedure.In each HIT (Human Intelligence Task),
we asked the turkers to perform one screening test and 20 indi-
vidual tests, of which 16 were the actual rating tests and 4 were
validation tests. For the screening test, we played back �ve audio
samples and a reference sample and asked the turkers to pick out
which of the �ve was identical to the reference sample. All �ve
samples contain minimal artifacts that cannot be heard by people
with hearing issues or who used a device that cuts o� high or low
frequencies. The turkers could proceed with the task only if they
passed the screening test. In each rating test, we played one sped-up
excerpt and asked the turkers to rate its naturalness on a 5-point
scale. We instructed the turkers that 1 means unintelligible and 5
means sounding like a natural and unaltered recording. A rating of

2-4 means the audio is intelligible but not perfectly natural, with
audible artifacts. Because the audio samples were also recorded
by mechanical turkers in a prior study, the audio quality is non-
professional. Therefore, we instructed the turkers to ignore audio
quality issues such as background noise and echoes and focus on
the naturalness of the speech. To avoid potential biases, the turkers
rated 16 di�erent utterances with 16 di�erent speeds up for each
HIT. All audio samples had to be played entirely (6 seconds long)
before the turkers could enter the rating. The four validation tests
also followed the same format, but the audio samples were either
the original or the 300% sped-up version.

3.2.3 Findings.We collected 415 valid HITs from 221 unique turk-
ers in 2 days. We received a total of 6640 answers or 415 ratings
per speed-up. We then plot the average rating and the standard
deviation of the average rating in Figure 3. We observed a steady
monotonic decreasing naturalness rating as the speed-up factor
increased. There is a slight but noticeable dip at 110% speed up, in-
dicating that the turkers start to perceive a reduction of naturalness
compared to unedited samples. There is a slight but statistically
signi�cant dip at 120% speed-up (p-value <0:001, compared with
125%) that may be considered a soft limit for speed-up without
signi�cantly impacting the naturalness of the recording. It is also
worth mentioning that the original audio samples (100%) were not
considered perfectly natural by the turkers. This might have been
because the turkers were not concurrently given unedited samples
as a reference, thus providing the ratings conservatively. We did
not want them to hear the original audio as it might bias their
judgment, rating any sped-up sample as unnatural to game the task.
As a take-away from this experiment, we consider speed-up up
to 110% as no impact on naturalness and 120% as the upper limit.
Moreover, since audio naturalness will be inevitably compromised
as the speed-up rate increases beyond 120% threshold, we aim to
design algorithms that can shorten audio further without harming
its sound quality.

Figure 3: Average rating of naturalness as a function of
speed-up rate. The error bars represent the standard devi-
ation of the average. The naturalness rating monotonically
decreases as the speed-up factor increases.
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4 ROPE SYSTEM
4.1 Creating Audio Stories with ROPE
There are three steps in creating audio stories with ROPE: record,
retarget, and re�ne. Users �rstrecord an audio story using ROPE's
web interface with which they can playback or re-record the story
until they are satis�ed (�gure 4A). ROPE will then automatically
process the recording andretarget it to a user-speci�ed length
limit. The result will be sent back to the interface for users to
preview (�gure 4B). Since there is no "single correct answer" due to
the subjective nature of audio stories, ROPE allows users tore�ne
the algorithm output. Users can click on theshow editorbutton
to open ROPE's sentence editor (�gure 4C and 4D) to review and
�netune the edits made by ROPE. The sentence editor visualizes
the selected sentences in green and the unselected ones in grey.
It also presents each sentence's length to users. Whenever a new
selection is made, the length of the animated bar below the editor
will update to re�ect the new audio length.

For the re�ne step, we investigated two designs of user-in-the-
loop interaction paradigms. 1)Toggle On/O�: Based on the algo-
rithm's suggestion, users click on sentences to select and deselect.
The user must ensure that the selected sentences comply with the
total length limit. 2)Recompute with User Constraints: Instead of
toggling sentences on or o�, users can click to specify sentences
that must be included (blue) or must be excluded (red) in the �nal
edit. By clicking on therecomputebutton, ROPE will run the opti-
mization algorithm with the user-speci�ed constraints to generate a
new optimal sentence selection that �ts the length limit. This para-
digm frees users from the mental load in optimizing w.r.t. the length
constraint, allowing them to focus on choosing the most/least im-
portant sentences. For both paradigms, users can click onlisten to
the editbutton to listen to the audio of the current selection. Once
users are satis�ed with the content, they can click on the�nish edit
button to complete the re�ne step. Note that users can choose not
to re�ne ROPE's outputs if they �nd them already satisfying.

4.2 Algorithm Pipeline Overview
We now outline the algorithm design that enables ROPE's editing
pipeline. Our algorithm takes an audio story and its transcription
as input, extracts each sentence's audio and removes excessive si-
lences, runs a length-constrained optimization, and generates a
shortened audio output with sound quality enhancement (Figure 5).
Ideally, shortened versions of an audio story should preserve as
much important information as possible while �tting to the length
limits. One plausible solution to shorten the content is using ex-
tractive summarization [20, 45, 47] which extracts representative
sentences from the input audio story. Extractive summarization usu-
ally consists of two sequential phases [49]: 1) computing an a�nity
score to each sentence using a neural network and 2) selecting
sentences based on the assigned scores. However, our early experi-
mentation showed that directly applying extractive summarization
to short-form audio stories does not generate satisfactory results for
the following reasons. First, existing summarization models do not
consider the audio length of each sentencein audiowhen extracting
sentences. Secondly, most extractive summarization models were
trained to shorten longer-form text data such as news articles [35]

Figure 4: The user work�ow of creating audio stories using
ROPE's frontend interface. (A) Record: The user records a
short-form audio story. (B) Retarget: ROPE automatically
shortens the raw recording to the speci�ed length limit. (C)
and (D) Re�ne: The user can open ROPE's sentence editor
to review the edits made by ROPE. Sentences included in
ROPE's edit are highlighted in green. Users can re�ne the au-
tomatic edits by clicking on each sentence to select/deselect
it. ROPE also enables users to identify sentences that must
be included (blue) or excluded (red) by clicking a sentence
multiple times to switch between each color. It then re-
computes a new optimal sentence selection using our al-
gorithm. ROPE visualizes the total length of currently se-
lected sentences as a bar, whose color (green or orange) in-
dicates whether the selection complies with the time limit
or not. The target zone indicates the acceptable limit range
discussed in section 4.5.2.

or live streaming [13], which may not generalize to our task of
shortening an already short-form content.

To address these limitations, we designed our shortening algo-
rithm to leverage abstractive summarization and each sentence's
audio length to calculate sentence scores. We then used combinato-
rial optimization to select sentence combinations that achieve the
highest total scores while complying with the length constraint.
We designed the algorithm to operate at sentence level instead
of smaller units as cropping words or phrases will likely lead to
unpleasant artifacts containing choppy sounds. ROPE's algorithm
pipeline consists of three components of processing: 1) Audio Pre-
processing, 2) Sentence Score Calculation, and 3) Combinatorial
Optimization. This pipeline is used in both retarget and re�ne steps
in users' content creation process. In the following sections, we
present each component in detail.

4.3 Audio Preprocessing
Once an audio story is recorded, ROPE transcribes it using a cloud-
based speech-to-text API provided by Speechmatics. The transcrip-
tions come with punctuation and timestamps for each word. Our
experiment found that the timestamp accuracy is decent enough
for sentence segmentation and word cutting. We also utilize the
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