Proceedings of Graphics Interface 2003, June 2003, to appear

Modularity and Hierarchical Structure in the Digital Video Lifecycle

Ron Baecker
University of Toronto
rmb@kmdi.toronto.edu

Abstract

Despite the multiplicity of data types and rich linking
and nesting available in general multimedia systems,
most digital video systems have represented video only
as linear sequences of frames and shots. We extend
previous work that proposed representing digital video
as hierarchically structured documents composed of
modular building blocks including outlines, scripts,
audio sequences, still images, titles, and motion se-
quences. We review how such a representation can aid
video authoring. We then show how such structure can
aid video editing, localizing, browsing, updating, pub-
lishing, navigating, and searching. Applications are
illustrated with examples from real projects.

Keywords: Multimedia systems, multimedia authoring,
digital video, video authoring, video editing.

1 Introduction

Multimedia systems [15] allow the creation and use of
interactive computer-based visual presentations that
incorporate text, still pictures, animation, audio, and
video. Information is presented both sequentially and
concurrently. What happens is in part predetermined
and in part based on a viewer’s actions and reactions.

Motion pictures [16], whether represented on film
or as analog or digital video, consist of sequences of
still images, or frames, which when projected at speeds
of 24 or 30 frames per second yield an illusion of mo-
tion. Since an hour therefore consists of on the order of
100,000 frames, motion pictures and digital video are
typically assembled as sequences of shots, where each
sequence consists of a sequence of frames.

Our previous research [22,21,2] proposed a method
for representing digital video in a richer way than as
sequences of sequences of frames, and showed how this
structured representation aids authoring.

We begin this paper by reviewing relevant previous
work and our new representation. We then show how
the representation supports other activities in the life
cycle of digital video, with particular focus on video
intended for the Internet and the Web. The activities
may be clustered into three categories:
¢ Creation:  Authoring, Editing, Localizing
*  Production: Browsing, Updating, Publishing
*  Access: Navigating, Searching

We conclude by discussing our design and evalua-
tion process and open research problems.
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2 Related Work

Systems that support the entry and editing of textual or
graphical representations of documents in some appli-
cation domain are generally known as document edi-
tors, authoring tools, or editing tools.

An early multimedia authoring toolkit [19] con-
sisted supported multimedia database access, story-
boarding, and editing. An interesting system for multi-
media authoring [13,14] employs both a hierarchy view
of components and subcomponents and a channel view
of what happens over time. An authoring and presenta-
tion environment for creating SMIL-compliant docu-
ments and a sketching system for creating multimedia
storyboards are described in [6] and [3], respectively.

The multimedia authoring system closest in spirit to
our work is the Anecdote system [12]. Anecdote allows
the use of “surrogate media” to support both top-down
design and bottom-up creation, and provides a rich set
of complementary representations, the Scene, Link,
Timeline, Outline, and Cast Views. An even more am-
bitious research project [17,18] supports the creation,
manipulation, annotation, and archiving/retrieval of
media content represented using XML schemas.

There has also been activity in the commercial sec-
tor. Desktop video editing tools (pioneered by Avid,
http://www.avid.com, and later by  Adobe,
http://www.adobe.com) allow users to digitize recorded
video or digitally record live footage, and then to cut,
copy, paste, fade in, fade out, merge, and modify shots.
The past decade has seen many similar systems devel-
oped, some  commercially  successful (e.g.,
http://www.apple.com/finalcutpro), most unsuccessful.
Apple and Microsoft also now incorporate movie-
editing software as a standard component of their oper-
ating systems (i.e., http://www.apple.com/imovie and
http://www.microsoft.com/windowsxp/default.asp).

Multimedia authoring tools allow users to create
non-interactive or interactive multimedia presentations.
In some cases, scripting languages allow users with
some programming skills flexibility in tailoring multi-
media presentations. An example is Director (see
http://www.macromedia.com/software/director/), which
employs a theatrical metaphor in a low-level visual
scripting environment in which the behaviour of
graphical elements known as cast members is arranged
with respect to a timeline, or score.
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Yet, despite the obvious utility of structure in mul-
timedia systems, digital video systems from both the
academic and commercial sectors have mostly ignored
the potential of structured video documents.

3 A System for Structured Video Documents

The system enables design and management of words,
images, sounds, and video in digital motion picture pre-
production, production, and post-production.
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Figure 1: Outline of How to Assemble an lkea Desk,
showing 5 Acts and 9 Scenes within Act 4.

3.1 Key Concepts and Design Goals

Key design goals of what we shall henceforth in this

paper call Creator were:

* Hierarchic idea structuring — the ability to repre-
sent movies via an outline [Fig. 1], to develop ideas
top-down and bottom-up, to modify the structure
with ease, and to work at various levels of detail.
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Figure 2: Excerpt from lkea Script with Act, Scene,
Shots, and Spoken. Media elements attached to script
and their start times and durations are on the right.

*  Multimedia support — integration of outlines [Fig.
1], scripts [Fig. 2], audio (dialogue, narration, mu-
sic, sound effects), still pictures, storyboards [Fig.
3], titles, and video. All are accessible through ap-
propriate representations and specialized editors,
and are linked to the hierarchic movie structure and
to a common multimedia database.
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Figure 3: Part of the Ikea Desk Storyboard

* Visualization aids, e.g., getting real-time previews
of the movie [Fig. 4] or the best approximation to it
anytime in the film development process.

Ikea.smpl - Player =]
=R

Figure 4: Playback of How to Assemble an Ikea Desk

3.2  Digital Video Representation

The internal representation of a Creator document is a
tree. The root of the tree represents the entire movie.
Below the root are nodes representing structural ele-
ments: Acts, Scenes, Shots, Notes, and Spokens.

A movie typically consists of a number of Acts,
each of which consists of several Scenes, each of which
is composed of several Shots. Spokens are typically
used to encapsulate dialogue that runs over a series of
successive shots. Notes are general-purpose elements
placed at arbitrary times within the movie. They are
used for informational purposes and for fine control
over the timing of overlaid graphics, titles, and music.

The leaf nodes of the tree are content elements, such
as video clips, audio clips, image files, titles, Bézier-
curve drawings, and hyperlinks.



Each structural element has information indicating
how its timing is determined. Durations can be explic-
itly specified, can be based on the total duration of the
node’s children, or can be based on the duration of a
single content element. The flexible timing scheme
allows elements to act as building blocks that can be
reordered, replaced, and reorganised, while maintaining
accurate timing information for the entire movie. A
background thread (the “trackifier”) ensures that a
playable QuickTime preview of the movie is always
updated to reflect the current state of the document.

For example, consider a production conceived in
terms of three acts. The introduction contains two
video shots. The body includes two video sequences,
two stills, and another video sequence. The conclusion
contains a summary video statement and overlaid cred-
its that begin midway through the summary video.

Spokens and Notes are introduced because music,
voice, graphic overlays, and titles do not always associ-
ate one-to-one with hierarchy elements, and do not al-
ways adhere to the timing of those elements. For ex-
ample, a music track for Act 1 may be attached directly
to the Act 1 node. A Spoken is used to encapsulate a
voice-over that extends over Scenes 1 and 2 of Act 2.
A Note is used to represent the credits, and its start time
is set appropriately within the overall duration of Act 3.

Thus a possible Creator model of this movie is:
Act 1: Introduction (+Note for music)
Video Shot 1
Video Shot 2
Act 2: Body
Act 2 Scene 1 (+Spoken for voice-over)
Video Shot 1
Video Shot 2
Act 2 Scene 2
Still Image Shot 1
Still Image Shot 2
Act 2 Scene 3
Video Shot 1
Act 3: Conclusion (+Note for titles)
Act 3 Scene 1
Video Shot 1

3.3 Implementation

Creator is implemented in Java, with QuickTime as its
multimedia engine, and uses the QuickTime for Java
library  (http://developer.apple.com/quicktime/qtjava/).
The current version runs under Mac OS9 and OSX and
Windows XP, 2000, NT, 98, and 95.

Creator documents consist of two parts. Structural
information is stored in XML files containing serialized
versions of the Java objects that represent the docu-
ments’ structure. Multimedia content files that have
been attached to the documents’ structure are stored in
media folders that are at known locations relative to the
XML files. Alternatively, multimedia elements may be

stored using an Oracle database, in which case the me-
dia folders serve as local caches.

4 Creation

We distinguish three phases in creating a digital video
production: authoring, to achieve a structured video
document; editing, to refine and improve the document;
and Jocalizing, to adapt it for use in different contexts.

4.1  Authoring

Creator’s representation of movies as hierarchically
structured documents facilitates the planning and orga-
nization of a video document in terms of component
pieces, much as a book is typically composed out of
chapters and these are in turn made up of sections.

Authoring can then proceed in both a top-down and
a bottom-up fashion, or in a combination of both.
Authoring proceeds top-down when one designs a
structure for the video and later fills in the pieces.
Authoring proceeds bottom-up when one creates and
inputs the pieces and later assembles them into a struc-
ture, which is the way many documentary filmmakers
work. Filmmakers can move back and forth between
top-down design and bottom-up creation, and among
tasks such as writing the script, creating voice-overs,
inputting music, and working with video sequences.

Figure 1 shows the outline of a movie explaining
how to assemble an Ikea desk. Act 1 is an introduction,
Act 2 deals with an inventory of the parts, and Act 3
deals with the needed tools. Act 4 constitutes the bulk
of the assembly instructions, and is therefore con-
structed in nine separate scenes. Being able to work
with the outline was a thinking aid that helped in the
conception and design of the project.

4.2  Editing

Each type of content element has an associated editor.
Some editors are simple; others are elaborate, such as
the clip editor, which provides a full-featured editor for
modifying video and audio clips. Two special “editors”
are the audio recorder and the video recorder. These
allow users to create new content elements by capturing
and modifying audio and video from external sources.
Structural elements are manipulated in the various
view windows. Within each of these views, the struc-
tural elements can be modified and reorganised as the
user sees fit. The Script view provides a hierarchical
view of the document organization represented as an
outline, as well as the traditional contents of a script
such as dialogue and director’s notes. In practice it is
the view in which most users spend most of their time.
The Storyboard view provides a two-dimensional
grid of all shots within a document. This provides a
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visual overview, but at the cost of not being able to
directly manipulate the hierarchical structure. The
Catalog view provides a tabular display with detailed
information about content elements associated with the
document, and is most useful for “tweaking” content
elements later in the production process.

4.3  Localizing

Creator may be used to facilitate the rapid development
of structured video presentations that demonstrate soft-
ware and show users how to accomplish desired tasks.
The video demonstrations and explanations can then be
integrated into the training, support, or sales sections of
a company’s Web site, where they can be accessed by
users and streamed over the Internet “just in time.” In
other cases, they are distributed to users via CD/ROM.

An example arises from the increasing demand for
high-speed home Internet access. The scarcity of
trained installation personnel has encouraged many
subscribers to do it themselves. Based on a usability
analysis of problems encountered, we produced a mul-
timedia CD showing users what to do [Fig. 5].

Installing the Ethernet Card
for a Windows Desktop Computer

phies anly to members why n
Ethamat card for a Windows desk1op computer.

Figure 5: Sample ﬁam fro a movie shoing how to
install an Ethernet card.

Yet we soon began being overwhelmed with the need
for large numbers of similar visual explanations:

¢  Platform variations, e.g., Windows/Mac

e User variations, e.g., English/French, novice/expert
*  Market variations, e.g., consumer or business.

The central problem in supporting variants was how
to represent dimensions of variation while maintaining
the hierarchical structure that had proved so useful.
The initial approach was to allow both structural and
content elements to have their own variants. However,
this proved to be confusing for users, so we decided to
restrict variation to structural elements.

One variant is always considered “active”. This is
important because the program always needs to be able
to play back a preview version of the movie.

Each variant has an associated icon (typically a flag
for language variants). Users found this insufficient for
discriminating variants, so an additional tint was added

to the area of the script where variants are displayed
[Fig. 6]. Tints and icons may be chosen by users.

The number of dimensions of variation is poten-
tially unlimited, but working with more than two or
three dimensions typically overwhelms ordinary users.
To help users focus on particular variants, they may
hide all variants except the currently active one.

é A2 |s10(3 | Missinu parts? 1:2368 FMz
Fisual- Background colour -
A |51z Jl r['rlle - "Missing parts?" |1.23.sa sz
I+l Ifvou ordered a PCMCIA ethernet !I
card and did not receive it, please
call the number for the Help Desk,
listed on your welcotme letter,
A2 [s1(3 Jl I‘litle - "Il mangue des pii Im’a |11 o8
—+ Sivous avez comrmandé une carte Hg ]
Ethemet PCMCIA et sivous ne
I'avez pas recue, vedillez appeler
les Services au membres
Sympatico.

Figure 6: English and French variants in the Ethernet
movie. The English version is currently selected.

A typical variant-based document is created with a
skeleton consisting of global structural elements that
participate in all variants. This skeleton also contains
content elements that are global, such as background
music or images that do not vary from language to lan-
guage. The first dimension of variation is usually lan-
guage, and voice-overs can be attached to language-
specific Notes and Spokens. The pace of the movie is
typically dictated by voice-overs, so the user chooses
these as the source for timing information.

5 Production

We distinguish three aspects of digital video manage-
ment and production: browsing, to allow production
personnel to rapidly [re]familiarize themselves with
content; updating, to keep a video document current;
and publishing, to transform it into a form that is opti-
mally accessible via the Web and over the Internet,
which is one of the most important features of Creator.

5.1  Browsing

Digital video is typically browsed by scanning a story-
board view [Fig. 3] or by playing excerpts from a
player view [Fig. 4]. In the latter case, playback may
be started and stopped at will.

Because Creator has a rich multiplicity of represen-
tations, browsing over the video can involve scanning
an outline, the script, the storyboard, the player, and the
catalog views [Fig. 7]. One can skim over, or browse,
the entire document seeing it as structure (the outline),
as text (the script), as still images (the storyboard), as
video (the player), and as media files of different types
with varying technical specs (the catalog).



& File Edit_Play 1245eM'_[Z) | B Expresto Creator 1.268_|
T=serint

rybeard Tea sl ~er
CILIFALIR] te ol (s (@lmE@ T folamiE-CFES B
JBullding Your Right-Link Effectivl o [Bullding Your Right-Link EflectivDesk o 2561
o

[ O T O .| .
|y T

= S ——C0
Figure 7. Collage of Creator movie views: storyboard
(top left), outline+script (top right), player (bottom
left), catalog (bottom right).

Representations can be viewed statically or dynami-
cally. For example, video sequences represented by
poster frames in the script and storyboard views “come
to life” when clicked within an otherwise static frame.
The entire movie or parts of it can be viewed within the
collection of representations by starting the player view.

5.2 Updating

Consider the high-speed Internet installation movie.
Frequent changes in hardware and software will cause
material to soon become obsolete. What is required is
an efficient method for updating videos in a small frac-
tion of the time it took for them to be originally created.

The modular building-block approach used for or-
ganizing media within a Creator document has proven
particularly useful here. Background images, titles, and
voice-overs can be replaced while maintaining the
overall structure of the movie. Use of the software on
real projects led to a number of improvements, notably
the addition of extra columns to the catalog view for
keeping track of media created outside of the program
(e.g., Adobe Photoshop artwork).

Also, the rapid changes required by users raised
issues of revision-control and collaborative document
sharing. Thus initial experiments were undertaken to
explore the feasibility of modifying Creator to store
documents using the CVS revision-control system and
the Oracle relational data base management system.

5.3  Publishing

In some cases, creators of video documents choose to
disseminate them via video cassette or CD/ROM. Yet,
increasingly, the Web and the Internet provide a more
interesting medium for publishing and dissemination.
Creator’s hierarchical structure provides interesting
opportunities for web publishing of video documents.

In particular, the document can appear on the Web in a
way that displays the structure, enabling viewers to
access with ease all or part of the document.

This is illustrated by a project for Canadaleg Inc.,
developers of the iWalkFree, a simple and elegant
walking aid that replaces crutches but can be used
hands-free. The result was a 9-minute movie explain-
ing how to assemble, fit, adjust, and use the device.

Publishing the movie this way on the Web [Fig. 8]
allows a viewer to see and understand the structure of
the production, and to access and view small chunks
(scenes), larger chunks (acts), or the entire production.
Access and viewing can either be by streaming or by
downloading, based on storage-bandwidth tradeoffs.
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Figure 8: The published iWalkFree movie. The outline

is on the left. The movie is paused in the Leg Straps
scene of the Components act. Arrows move the viewer
to the preceding or following scene.

Most of the hard work of the publishing process is
done using XSL (the eXtensible Stylesheet Language,
see http://www.w3.org/Style/XSL/). For a particular
target, the author creates a set of XSL files that are
grouped together. Because the processing is driven by
XSL documents, the output can be easily customized to
match the look and feel of an existing web-site. Fur-
thermore, XSL is sufficiently powerful that it can be
used to generate output in other formats. For example,
one template gives us the ability to publish a searchable
web-site by generating custom JavaScript code which
implements searchable online video documentation
without the need for any server-side code. Other tem-
plates generate nicely formatted HTML code in a form
suitable for printing, and make it possible to publish a
Creator document as a set of SMIL files.

In tandem with the XSL processing, Creator in-
cludes exporter modules that take the attached multi-
media elements and flatten them for final delivery.
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Modules have been written for generating output in
QuickTime, Real, and Windows Media formats, but the
architecture makes it easy to add support for other for-
mats such as MPEG-4 (http:/www.m4if.org/mpeg) and
MPEG-7 (http://www.mpeg-industry.com).

6 Access

Once production is complete and a video document has
been published to the Web, viewers of the document are
able to access it. They can view the video in its en-
tirety. They can also navigate through the outline repre-
senting the hierarchical structure, and search for seg-
ments dealing with specific words or phrases.

6.1  Navigating

Viewers of instructional or demonstration videos rarely
want to see the entire production from start to finish.
They would rather scan an outline to get an overview of
the whole, and then select particular segments to watch.
Creator’s publishing module outputs the outline of the
production to the Web.

This is illustrated in Figure 8. The viewer can navi-
gate using the outline on the left, and pick a segment to
watch. She can then choose another segment using the
outline, or move to the preceding or following segment
with the left and right arrows above the video frame.
Text indicates the current segment, as well as the names
of the preceding and following segments.

Since the generation of the HTML pages is entirely
driven by XSL templates, there is great flexibility in
what navigation interface can be presented to the user.
For instance, one template generates a pictorial inter-
face where the user can navigate through the hierarchy
using thumbnail images taken from the movie.

6.2  Searching

A final method to facilitate access to a video document
is to allow searching for a segment that contains a par-
ticular word, phrase, or image. We do not currently
support searching by image [25] or by metadata [11],
but we support searching by text.

Because a Creator document typically contains the
movie’s script, searching for words and phrases is
straightforward. Automatic or semi-automatic voice
track transcription [4] is therefore not needed.

An example appears in Figure 9. Combining the
ability to navigate using the outline with the ability to
search for any word or phrase significantly aids viewers
in finding what they want in a digital video production.

7 Design Process and System Evaluation

We have carried out an iterative, user-centred design
process in which concepts and interface design evolved

based on observations of users making films with our
technology. We did little traditional laboratory usabil-
ity testing, preferring instead detailed analyses of the
work process and products of dozens of filmmakers
making many hours of real films.
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The process began with a master’s thesis [21] im-
plementing a first version in the programming language
C. Interviews and observations of the work of early
users led to a simplification in the way time was repre-
sented, the realization that we needed a storyboard
view, titles, full-screen playback, and the ability to re-
cord movies onto videotape [2].

We then reimplemented in C++ with much im-
proved functionality and interface. Detailed observa-
tions and analysis were made of the use of the new
system in two multimedia summer camps [1]. Tech-
niques included background questionnaires, daily ques-
tionnaires, interactive feedback sessions, group de-
briefings, and analysis of movies, artifacts, and activity
calendars and audio journals kept by counselors.

We also carried out a controlled within-subjects
experiment involving 8 groups of three 7" graders who
each made one film with the system and one with a
conventional digital editing tool. Results (reported in
detail in [20]) included the impacts of technology, ex-
perience, and counselor on the complexity and quality
of the movies produced and the filmmaking and col-
laborative work processes employed.

Our third step was to design and implement a “pro-
duction system” in Java. A general hierarchical struc-
ture was specialized to {acts, scenes, shots} based on an
analysis of work done with the first two systems. The
audio and video clip editors were greatly improved.
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Watching what happened when the campers used our
software led to a method for the easier and safer man-
agement of media resources.

Finally, we began an extensive program of use of
this system by staff members, beta testers, and early
adopters. Feedback from these activities was sent to the
development team and product manager and used to
guide decisions on new functionality and interface en-
hancements. One result, for example, was the devel-
opment of technologies for web publishing and media
management. Another significant achievement was a
staff member with little moviemaking experience pro-
ducing very efficiently an hour of Creator training ma-
terials — the world’s first video software manual.

Yet, despite following an exemplary iterative design
process and what seemed to be a highly user-centred
process, the Java production system failed in the mar-
ketplace. Besides a variety of reasons associated with
management and capitalization of the business, the fail-
ure results from an inadequate requirements and user
needs analysis. Because we believed that Creator rep-
resented a qualitative leap in the ability of filmmakers
to conceptualize, design, and create movies, we ignored
the evidence that the current generation of filmmakers
didn’t want new tools. Furthermore, the anticipated
new generation was not numerous enough, and was
happy to use less interesting but free commercial prod-
ucts bundled into operating systems.

8 Summary and Conclusions

We have presented a novel system for creating, repre-
senting, evolving, and using structured digital video
documents. Unlike current systems in which digital
video is represented as a linear sequence of frames and
shots, we model digital video as hierarchically struc-
tured documents in which outlines, script, audio,
graphics, titles, still images, and motion sequences exist
independently. This modular and hierarchic representa-
tion assists throughout the digital video lifecycle, in-
cluding video authoring, editing, localizing, browsing,
updating, publishing, navigating, and searching.

We are pleased with the power and flexibility of the
representation we have designed and implemented.
Authors can work both top-down and bottom-up. The
modular representation is supported by a family of me-
dia editors that have a consistent interface but are spe-
cialized to the needs of particular tasks. The represen-
tations also assist flexible browsing, the cost-effective
updating of individual media elements in a digital
video, and the localizing of videos to deal with different
target audiences and families of similar subject matter.

Web publishing and archiving of structured digital
video documents is also supported. Users can navigate

using the structure of the presentation, and can search
on any term or phrase that appears in the script.

9 Future Work

Adjusting timing using the Spokens and the Notes
works for very simple presentations, but not as produc-
tions become complex. We have designed but not had
the resources to implement a timeline view that would
be added to the outline/script, storyboard, player, and
catalog view. Design of this view involves subtleties

OVRe don’t exist in typical nonlinear editors because i

needs to incorporate the hierarchical structure.

We have planned but not yet implemented the addi-
tion of animated sprites to allow videos to incorporate
moving overlays and pointers. Although we imple-
mented an experimental screen recorder to produce
screen captures for software demonstration and expla-
nation movies, it needs to be reimplemented.

We need better techniques for users to browse
through the video, looking for interesting aspects. Cur-
rently, the family of authoring representations are not
available to viewers, so we need new and more power-
ful representations, for example, video skims [10], vis-
ual digests [9], and video summaries [24].

Variants at the moment must be specified at
authoring time; different variants must be published as
separate video documents. Variants should be select-
able at viewing time, allowing viewers to dynamically
tailor a movie presentation to their needs. Some recent
research [23,5] is relevant to solving this problem.

The software needs to better support group work, to
allow individuals to communicate and collaborate with
others on large and complex projects. There is a need
for interchange mechanisms for importing, exporting,
and sharing movies and parts of movies. Users employ
a variety of tools to create content, and it should be as
easy as possible to move media and structure objects
between Creator and other applications. Some form of
revision control (see [7,8]) is also required, particularly
during the Updating phase.

SMIL 2.0 (http://www.w3.org/TR/smil20/) has
evolved to provide a rich set of tags for controlling
timing relationships between media objects. We should
therefore investigate replacing our internal movie repre-
sentation with one implemented in SMIL 2.0.

We would like to explore the use of our template
architecture for publishing Creator movies in new ways,
for example, adding quizzes to visual documentation.
Finally, we would like to extend the framework to al-
low branching and other kinds of nonlinear movies.
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