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Fig. 1. We compute the electrical potential induced by a power station on a GPU, by taking 2
22 surface samples and evaluating the potential field on a 10002

slice plane. Using one sample per tree subdomain, our stochastic method computes the effect of over 4 trillion particle-particle interactions in 8ms with almost
no visible artifacts, while a GPU-optimized Barnes-Hut implementation takes 14ms and brute force takes 2800ms. © Electrical substation model by CG_loma
under TurboSquid 3D Model License — Standard.

We present a novel stochastic version of the Barnes-Hut approximation.

Regarding the level-of-detail (LOD) family of approximations as control

variates, we construct an unbiased estimator of the kernel sum being approx-

imated. Through several examples in graphics applications such as winding
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number computation and smooth distance evaluation, we demonstrate that

our method is well-suited for GPU computation, capable of outperforming a

GPU-optimized implementation of the deterministic Barnes-Hut approxima-

tion by achieving equal median error in up to 9.4x less time.
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1 Introduction
Fast summation lies at the heart of numerous practical algorithms

in science, engineering, and computer graphics. For example, 𝑁 -

Body problems rely on fast summation schemes to approximate

gravitational forces [Barnes and Hut 1986; Greengard and Rokhlin

1987], winding number computation for robust inside-outside test-

ing can be accelerated using fast summation techniques [Barill et al.

2018], and solutions to linear partial differential equations (PDEs) via

boundary element-type approaches require fast summationmethods

to evaluate the solution across the domain [Martinsson 2019].

In computer graphics, stochastic estimation of integrals, which

use random sampling to form probabilistic estimates instead of

deterministic approximations, have become increasingly popular

mathematical and practical tools. Despite the noise artifacts pro-

duced by such methods at low sample counts, their ability to handle

highly complex problems, and the tendency for the noise to flatten

out with more samples, has been used to great effect in rendering

and light transport simulation. More recently, these approaches

have also been applied effectively to problems in geometry process-

ing and to the solution of linear PDEs. Stochastic approaches have

controllable running costs by user-defined sample budgets, and are

often embarrassingly parallel, thus mapping well to modern GPU

architectures and yielding algorithms which outperform classical

approaches at large scales.

Unfortunately, stochastic methods for integration/summation

can suffer from poor convergence rates in the number of samples.

Control variates (approximations of the integral) are a variance re-

duction technique that can circumvent slow convergence by giving

low-sample regimes more acceptable error [Owen 2013]. Introduc-

ing a control variate means that only the residual between the true

integrand and the control variate needs to be estimated. The bet-

ter the approximation provided by the control variate, the smaller

this residual, which then allows fewer samples in the estimate for

comparable error. However, it can be difficult to design a control

variate by hand, limiting their use to problems with computationally

efficient analytic approximations (although some neural approaches

have recently been proposed to expand their applicability [Li et al.

2024; Müller et al. 2020]).

This work begins with the observation that in many of the new ap-

plication domains for stochastic methods such as geometry process-

ing, our integral/summation equations are much more structured,

and many fast deterministic algorithms exist for their evaluation.

Our motivating insight is that these fast, deterministic, approxi-

mate methods can serve as robust and accurate control variates for

stochastic algorithms.

We apply this observation to computing fast approximate sum-

mations. Concretely, we propose an unbiased stochastic estimator

for computing spatially varying fields which result from summation

of a large number of globally supported kernel functions (e.g., grav-

itational potentials, winding numbers, smooth distances), using the

traditional Barnes-Hut method as a control variate [Barnes and Hut

1986]. Standard Barnes-Hut is difficult to efficiently parallelize on

the GPU due to the deep tree traversals required.We show that using

a Barnes-Hut traversal as a control variate to a stochastic estimator

for the the full summation yields an algorithm that can provide up

to an 9.4x performance improvement for identical median errors

when running on an NVIDIA RTX 4090 GPU.

The contributions of this work include a new use of a classical

numerical method as a control variate, a proof that the resulting

stochastic numerical method is unbiased, and the demonstration

of our approach on a number of graphics-centric applications. An

open-source implementation is provided on the project website.
1

2 Related Work
Fast summation algorithms are crucial in several fields of science,

and as a result, many computational approximation methods have

stemmed from these fields. The classic example is 𝑁 -body simu-

lations: given 𝑁 particles that each exert some force on all other

particles, how does a physical simulation evolve? In computational

physics, the Barnes-Hut approximation [Barnes and Hut 1986] was

developed to speed up 𝑁 -body gravitational dynamics simulations,

leading to𝑂 (𝑁 log𝑁 ) computational complexity for the entire sim-

ulation or 𝑂 (log𝑁 ) to compute the force on a single particle. Con-

currently, the fast multipole method (FMM) [Greengard and Rokhlin

1987] was developed to solve similar problems, but instead achieves

𝑂 (𝑁 ) computational complexity, albeit at the cost of a significantly

more complex preprocessing phase. At their core, these methods

rely on similar principles: they both use spatial data structures to or-

ganize the particles and multipole approximations to aggregate con-

tributions from points with little impact on the sum. However, the

FMM takes it a step further and also computes polynomial approxi-

mations for each spatial region that approximate the total effect of

distant multipole expansions, though higher-order approximations

are required to obtain similar accuracy to Barnes-Hut [Martinsson

2019]. The analytic work in deriving the multipole and local approx-

imations makes it challenging to use the FMM as a general-purpose

fast summation accelerator, and so we build upon Barnes-Hut, which

can use first-order approximations which do not require such work.

Monte Carlo (Stochastic)

Full Eval. (Deterministic)

Neither the FMMnor Barnes-Hut are

restricted to 𝑁 -body problems — they

can both be applied to many problems

where a set of source points interacts

with a set of query points (e.g., sam-

ples from a polyline interacting with a

grid of image pixels, see inset), with in-

teraction magnitudes that decay with

distance. This generality has allowed

both methods to find several applications in computer graphics as

well, including generalized winding number acceleration [Barill et al.

2018], point set surfaces [Alexa et al. 2001], fast linking number

computation [Qu and James 2021], repulsive curves and surfaces [Yu

et al. 2021a,b], and smooth distances [Madan and Levin 2022]. Our

algorithm would be able to accelerate any of these methods as an

alternative fast summation technique, and is particularly suitable

for enabling or improving GPU implementations of these methods.

Fast summations on the GPU are a classic algorithm that can be

easily implemented in an efficient and query-parallel fashion by

parallel loads into shared memory [Nyland et al. 2007]. Despite the

simplicity of the brute-force GPU algorithm, the fast summation

1
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algorithms that work well on the CPU like Barnes-Hut are more

challenging to port to the GPU. The primary difficulty is in effec-

tively parallelizing tree traversals, without introducing excessive

thread execution divergence or being limited by memory access

latency. Before the advent of modern GPUs, many techniques were

designed for general parallel or vector architectures: Barnes [1990]

groups particles with similar traversals together to perform a single

vectorized traversal per group; Makino [1990] proposes a stack-

less tree traversal and a breadth-first vectorized tree construction

algorithm; and Hernquist [1990] parallelizes a single query by a

breadth-first traversal. More recently, Burtscher and Pingali [2011]

proposed a complete pipeline for a Barnes-Hut implementation in

CUDA using warp-voting traversals, and Bédorf et al. [2012] pro-

posed a similar CUDA pipeline using breadth-first tree traversals.

Many similar techniques have also been developed for ray tracing

on the GPU, particularly for query-parallel [Wald et al. 2001] and

memory-efficient tree traversals [Hapala et al. 2011; Museth 2021;

Vaidyanathan et al. 2019], and parallel tree builders [Lauterbach

et al. 2009; Ylitie et al. 2017], culminating in software [Parker et al.

2010] and hardware support for ray tracing on modern GPUs. We

take inspiration from many of these techniques in our work.

Monte Carlo methods are a simple yet effective means of esti-

mating integrals using samples of the integrand [Metropolis and

Ulam 1949], at the cost of introducing some noise (see inset above).

They have been used in physically-based rendering to estimate high-

dimensional integrals that would otherwise be intractable, from the

seminal work of Kajiya [1986] to a plethora of techniques available

today [Pharr et al. 2023]. More recently, Monte Carlo methods have

also been used in other areas of graphics, such as solving volumetric

PDEs [Sawhney and Crane 2020; Sugimoto et al. 2023] and fluid

simulation [Rioux-Lavoie et al. 2022].

Although most of these applications involve estimating continu-

ous quantities, Monte Carlo methods can also estimate sums using

samples of the summand. This is particularly relevant for sampling

the contributions of many lights in rendering, where there are a

discrete number of light sources in the scene. Many works broadly

involve building a tree around the light sources in order to classify

their importance [Shirley et al. 1996], and cluster lights together in

a manner similar to Barnes-Hut [Walter et al. 2005; Yuksel 2019]

or through an online learning process [Wang et al. 2021]. However,

these approximations must deal with significant discontinuities due

to occlusion, as well as anisotropy that prevents spatial clustering

(instead using pre-existing lights as cluster representatives); nei-

ther of these are present in our problem setting, so we can perform

more effective aggregation to reduce variance, in line with multi-

pole approximations used in Barnes-Hut. The Virtual Point Lights

method [Dachsbacher et al. 2014; Keller 1997] does create lights

that do not exist in the scene, but these exist along pre-computed

light paths, and are primarily intended to unify complex lighting

effects within a single framework, so they must be combined with

the aforementioned many-light sampling methods to work well in

a path tracer.
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𝐿 (q, 𝑀)

Fig. 2. An illustration of a tree traversal performed by Barnes-Hut. Spatially
(left), the centers of mass p̃𝑎 used in the approximation are shown in green,
while the source points p𝑖 ∈ S are shown in blue. On the tree data structure
(right), the contribution nodes 𝐷 (q, 𝛽 ) are highlighted. The binary tree is
for illustrative purposes only and does not correspond to the quadtree on
the left.

Departing from previous work in rendering and stochastic PDEs,

we show that exploiting the structure of all-pairs summation prob-

lems and fusing fast, tree-based approximate methods with stochas-

tic approaches yields a GPU-friendly algorithm that can outper-

form standard approaches in terms of error and performance in

application-relevant regimes.

3 Method
For the rest of the paper, we will operate in the following frame-

work: given a kernel function 𝑓 (p, q), a set of source points S =

{p1, . . . , p𝑀 } with associated masses {𝑚1, . . . ,𝑚𝑀 }, and a set of

query points Q = {q1, . . . , q𝑁 }, we want to evaluate

𝐹 (q) =
𝑀∑︁
𝑖=1

𝑚 𝑗 𝑓 (p𝑖 , q) (1)

for all q𝑗 ∈ Q. In typical applications, 𝑓 (p, q) is a function that

depends on the distance between p and q, ∥p − q∥, typically de-

creasing in magnitude as the distance increases (though there are

some exceptions, such as the Green’s function of the 2D Laplacian

and the Green’s function of the 3D biharmonic operator). Although

this summation can be computed exactly for all q𝑗 , it scales linearly
with 𝑀 and 𝑁 and so becomes impractically slow as both values

increase. As a result, approximation methods are used in practice

that take advantage of the distance-dependent behavior of 𝑓 , such

as the fast multipole method and the Barnes-Hut approximation.

Since our method is an extension of Barnes-Hut, we will briefly

review it before describing our work.

3.1 Overview of Barnes-Hut
The Barnes-Hut approximation greatly reduces the cost of evalu-

ating Eq. 1, at the expense of some approximation error. The key

insight behind it is that at large distances from a query point q,
many points in S will have similar contributions to the total 𝐹 (q),
which allows their contributions to be grouped together (Fig. 2).

Many groups can be created, which greatly reduce the number of

terms in the summation.

To facilitate the creation of such groups, the points inS are placed

in a subdivision data structure, such as an octree or a bounding vol-

ume hierarchy (Fig. 2, left). Typically, spatial subdivision structures

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.
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are preferred for points (i.e., each tree node is characterized by the

points it contains), so we will assume that we have an octree-like

data structure, possibly with a wider per-dimension branching fac-

tor 𝑑 than the standard 2, and that leaf nodes contain only one

source point. We denote tree nodes by 𝑇𝑎 and the set of children

of 𝑇𝑎 by 𝐶 (𝑇𝑎) (or equivalently, the set of child node indices); we

also use 𝑇𝑎 to denote the subset of points (and equivalently, point

indices) contained in the node, so 𝑇𝑎 =
⋃
𝑇𝑏 ∈𝐶 (𝑇𝑎 ) 𝑇𝑏 . Each tree

node has an associated axis-aligned bounding box containing all

its points 𝐵𝑎 , with diameter |𝐵𝑎 |, and also has an aggregate mass

�̃�𝑎 =
∑
𝑏∈𝑇𝑎 𝑚𝑏 and a center of mass p̃𝑎 =

∑
𝑏∈𝑇𝑎 �̃�𝑏p𝑏
�̃�𝑎

. To approxi-

mately evaluate 𝐹 (q), we traverse the tree starting from the root 𝑇0,

and stop if either a far field condition ∥q−p̃𝑎 ∥|𝐵𝑎 | ≥ 𝛽 is met (given a

user-defined constant 𝛽) or if 𝑇𝑎 is a leaf node, and add �̃�𝑎 𝑓 (p̃𝑎, q)
to the total; otherwise we recursively continue the traversal at each

of the node’s children. (Higher-order approximations can be used

instead [Martinsson 2019], but for ease of presentation we will not

discuss them in detail.) Intuitively, the far field condition is a scale-

independent mechanism to check whether a cluster of particles is

indistinguishable from a single, larger particle. This tree traversal

produces a set of tree nodes 𝐷 (q, 𝛽) that cover all the points in S,
called the contribution nodes of the query, and the approximated

summation is then

𝐹𝐵𝐻 (q, 𝛽) =
∑︁

𝑇𝑎∈𝐷 (q,𝛽 )
�̃�𝑎 𝑓 (p̃𝑎, q). (2)

Pseudocode for Barnes-Hut is provided in the supplemental.

3.2 Path Interpretation of Barnes-Hut
When 𝛽 = ∞, the Barnes-Hut algorithm traverses the entire tree and

visits every node to obtain the exact answer from Eq. 1. Effectively,

for each source point p𝑖 , we traverse a path P𝑖 = [𝑇𝑖,0, . . . ,𝑇𝑖,𝑑𝑖 ]
down the tree, where 𝑇𝑖,0 = 𝑇0 and 𝑑𝑖 is the depth of the leaf node

containing p𝑖 . Each tree node along a path represents an approxi-

mation of the true value of𝑚𝑖 𝑓 (p𝑖 , q), and traversing to the next

node in the path is equivalent to replacing this approximation with

a more accurate one. The path traversal process can therefore be

represented by a telescoping sum:

𝐹P𝑖 (q) =𝑚𝑖 𝑓 (p̃𝑖,0, q) +
𝑑𝑖∑︁
𝑘=1

𝑚𝑖 (𝑓 (p̃𝑖,𝑘 , q) − 𝑓 (p̃𝑖,𝑘−1, q)), (3)

and summing over all 𝑀 paths (one path per source point) gives

𝐹 (q) =
∑𝑀
𝑖=1 𝐹P𝑖 (q). With smaller values of 𝛽 , only part of the

tree is traversed, and as a result the paths to the leaves are trun-

cated. Denoting a path prefix by P𝑖,𝑘 = [𝑇𝑖,0, . . . ,𝑇𝑖,𝑘 ] (𝑘 ≤ 𝑑𝑖 ),

and the Barnes-Hut-induced truncation length by ℓ𝑖 (𝛽), Barnes-Hut
traverses path prefixes P𝑖,ℓ𝑖 (𝛽 ) , and we then have

𝐹𝐵𝐻 (q, 𝛽) =
∑︁
𝑖

𝐹P𝑖,ℓ𝑖 (𝛽 ) (q). (4)

Many paths share common prefixes, and will thus be identical after

truncation, after which they can be aggregated into a single path

with the combined mass of all the constituent paths. Expanding the

summands in Eq. 4 and grouping common prefixes gives Eq. 2, and
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Fig. 3. In the near field, p̃𝑖,𝑘+1 is much closer to q1 than p̃𝑖,𝑘 , so𝑅𝑖 (q1, 𝑘 ) > 1,
making it an invalid probability (left). However, in the far field, the distance
from q2 to p̃𝑖,𝑘 is similar to its distance to p̃𝑖,𝑘+1, so 𝑅𝑖 (q2, 𝑘 ) ≈ 1

𝑑
(i.e., the

reciprocal of the per-dimension branching factor), which is useful convergent
behavior for Russian roulette probabilities (right).

thus path truncation and aggregation is equivalent to the typical

truncated tree traversal perspective of Barnes-Hut.

3.3 Path-Based Monte Carlo Estimator
At first glance, there is no computational benefit to the path inter-

pretation of Barnes-Hut — computing telescoping sums is strictly

more work than simply canceling terms and evaluating 𝑓 at the

contribution nodes. However, it opens up stochastic methods to esti-

mating Eq. 1. The telescoping sum in Eq. 3, for example, resembles

an estimator that uses an infinite series of biased estimators to form

an unbiased estimator [Misso et al. 2022; Rhee and Glynn 2015]. Nu-

merical approximations are in a sense biased estimators of the exact

quantity — although Barnes-Hut approximations from Eq. 2 are de-

terministic, we can view them in a more general probabilistic sense,

where it is clear that by construction their expected value does not

match Eq. 1. Another way of viewing this is in terms of control

variates, where the terms of the telescoping sum represent replacing

a less accurate control variate for the estimator with a more accurate

one. Monte Carlo methods are most commonly deployed in settings

where deterministic approximations are challenging to construct,

such as in physically-based rendering, but we flip this perspective

and instead use deterministic approximations as control variates to

bootstrap a Monte Carlo estimator. Not only does this produce an

unbiased estimate of the exact quantity we wish to evaluate, but it

also provides computational benefits on the GPU, as we will later

demonstrate.

There are two primary random variables that we need to sample:

the path index 𝐼 (equivalent to a source point index), and the path

length 𝐾 (which depends on 𝐼 ). For simplicity, we uniformly sample

the path index among source point indices, and leave importance

sampling schemes (e.g., based on distance to q) as future work. The
path length is sampled using a Russian roulette process, where at

a node at depth 𝑘 along the path P𝑖 , we decide to go to the next

node with a probability 𝑝𝑖,𝑘 (q). In general, any non-zero probability

will allow for an unbiased estimate, but in practice they must be

carefully selected to keep the variance low.
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To sample path lengths, we take further inspiration from Barnes-

Hut and use the far field ratio ˜𝛽𝑖 (q, 𝑘) = ∥q−p̃𝑖,𝑘 ∥|𝐵𝑖,𝑘 | of a node𝑇𝑖,𝑘 along

P𝑖 as a key building block of the Russian roulette probabilities. In

Barnes-Hut, this ratio is compared with 𝛽 in the far field condition

to determine whether or not a tree traversal continues to the node’s

children. In the context of our algorithm, however, want to convert

this deterministic decision into a stochastic decision that produces

similar behavior on average (i.e., short paths in the far field, long

paths in the near field). To achieve this, we use a ratio of far field

ratios 𝑅𝑖 (q, 𝑘) =
˜𝛽𝑖 (q,𝑘 )

˜𝛽𝑖 (q,𝑘+1)
between the current and next node in the

path to determine the Russian roulette probability.

To understand the significance of 𝑅𝑖 , consider a query point q
that is far away from the source point p𝑖 . In an octree-like structure,

the diameter of a child node |𝐵𝑖,𝑘+1 | is 𝑑 times less than the diameter

of its parent |𝐵𝑖,𝑘 |, where 𝑑 is the per-dimension branching factor.

Also, as we move further down the path P𝑖 , the distance from q
to the parent’s center of mass is similar to the distance from q to

the child’s center of mass (i.e., ∥q − p̃𝑖,𝑘 ∥ and ∥q − p̃𝑖,𝑘+1∥ move

closer together). Therefore, for long paths through an octree-like

structure, 𝑅𝑖 (q, 𝑘) → 1

𝑑
as 𝑘 grows (Fig. 3, right). Thus, 𝑅𝑖 (q, 𝑘) is

a reasonable Russian roulette probability that disincentivizes deep

paths in the far field without completely prohibiting them.

The near field (i.e., source points near q) requires a bit more care,

since
˜𝛽𝑖 (q, 𝑘) may be quite small even at deep levels, and 𝑅𝑖 (q, 𝑘)

may be greater than 1 at shallow levels if q ∈ 𝐵𝑖,𝑘 , making it an

invalid probability (Fig. 3, left). To solve these problems, we clamp

the parent’s far field ratio to be at least 1, to ensure that q is outside

of 𝐵𝑖,𝑘 and
˜𝛽𝑖 (q, 𝑘) exhibits far field behavior before we use it in

𝑅𝑖 , and we clamp the ratio to be at most 1 to ensure it is a valid

probability. (We could use 𝑅𝑖 to simultaneously define a Russian

roulette probability and a splitting factor when 𝑅𝑖 > 1 [Szirmay-

Kalos et al. 2005], but due to the difficulty of efficiently implementing

path splitting on the GPU, we opted to exclusively use Russian

roulette.) The final Russian roulette probability is then

𝑝𝑖,𝑘 (q) = min

(
1,
max(1, ˜𝛽𝑖 (q, 𝑘))

˜𝛽𝑖 (q, 𝑘 + 1)

)
. (5)

In the supplemental material, we compare our Russian roulette

probabilities with fixed probabilities of 𝑝𝑖,𝑘 = 1

2
and completely

disabling Russian roulette (i.e., 𝑝𝑖,𝑘 = 1).

After deciding to traverse to the next node in the path, we must

include the corresponding term of the telescoping series in our

running estimate. Directly using Eq. 3 is inefficient because it only

accounts for the contribution of a single p𝑖 to Eq. 1, and has high

variance because a node’s center of mass can vary quite significantly

from any individual source point in the node. The tree structure

allows a solution to both of these problems: it makes it possible

to aggregate several identical telescoping terms from different 𝐹P𝑖
together in a single estimator term, and enables contribution swaps
between a parent node and the sum of all of its children:

Δ𝑖,𝑘 =
©«

∑︁
𝑐∈𝐶 (𝑇𝑖,𝑘 )

�̃�𝑐 𝑓 (p̃𝑐 , q)
ª®¬ − �̃�𝑖,𝑘 𝑓 (p̃𝑖,𝑘 , q) . (6)
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Fig. 4. The first two contribution swaps along a path P𝑖 (bold). The parent
node (green) subtracts its contribution from the sum of its child contribu-
tions (purple).

Essentially, this swap is a form of antithetic sampling, because the

contribution of the child node along the current path is counter-

balanced by the contributions of its sibling nodes. Some example

contribution swaps are illustrated in Fig. 4.

The final estimator for a single truncated path sample (𝐼 , 𝐾) is

𝐹1 (q) = �̃�𝐼 ,0 𝑓 (p̃𝐼 ,0, q) +
𝐾∑︁
𝑘=1

Δ𝐼 ,𝑘−1
𝑝 (𝐼 ∈ 𝑇𝐼 ,𝑘−1)𝑝 (𝐾 ≥ 𝑘)

, (7)

where 𝑝 (𝐼 ∈ 𝑇𝑖,𝑘 ) =
∑
𝑗∈𝑇𝑖,𝑘 𝑝 (𝐼 = 𝑗), and 𝑝 (𝐾 ≥ 𝑘) = ∑𝑑𝑖

ℓ=𝑘
𝑝 (𝐾 =

ℓ) = ∏𝑘−1
𝑗=0 𝑝𝑖, 𝑗 (q). The 𝑆-sample estimator is 𝐹𝑆 (q) = 1

𝑆

∑𝑆
𝑖=1 𝐹1 (q).

Theorem 3.1. Eq. 7 is an unbiased estimator of Eq. 1; that is,
𝐸

[
𝐹1 (q)

]
= 𝐹 (q).

The proof of Theorem 3.1 is in the supplemental material.

3.3.1 Domain Stratification. Stratified sampling is an important

variance reduction technique in Monte Carlo estimators that re-

duces the effect of samples clumping in similar regions. Analogously,

stratified sampling of different paths helps us achieve good cover-

age of the terms in Eq. 1. Spatial data structures already provide a

convenient means of domain stratification with the different levels

of the tree that represent nested subdomains (e.g., Fig. 2, left), so we

can easily achieve stratified samples by modifying the path roots.

In other words, rather than starting all paths from the tree root 𝑇0,

we can instead define a set of descendant nodes, or subdomains,

as path roots (as long as they cover all of S), and sample paths

starting from these nodes. For simplicity, we simply use the direct

children of the root𝑇0 as the subdomains, but other choices are also

possible, such as the Barnes-Hut contribution nodes 𝐷 (q, 𝛽) for a
low 𝛽 , though we leave the GPU-efficient implementation of such

schemes as future work.

Algorithm pseudocode is provided in the supplemental.

4 Results

4.1 Implementation Details
We implemented our method and Barnes-Hut using C++ and CUDA,

using the Eigen linear algebra library [Guennebaud et al. 2010].

To our knowledge, there is no open-source, general-purpose GPU
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Fig. 5. Convergence of our method vs Barnes-Hut, for 1 million random and grid query points, and 2
15 and 2

20 source points sampled from the Stanford
bunny. Each point on the curves for our method (green) correspond to the number of samples per subdomain 𝑆 from 1 to 32; each point on the curves for
Barnes-Hut (orange) correspond to the accuracy parameter 𝛽 from 1 to 40. The 𝑆 = 1 point on each curve for our method is outlined in black, and the point on
the Barnes-Hut curve that achieves the same error is also marked (found by linear interpolation on the log-log plot). Across all source point sets and query
distributions, and for both mean and median error, our method is roughly 2-9 times faster than Barnes-Hut. The Barnes-Hut curves turn upwards for large 𝛽
due to floating-point error for computing sums with many terms in single-precision.

implementation of Barnes-Hut, so we opted to implement and op-

timize our own baseline. Both methods use a common octree-like

spatial data structure, that supports variable branching factors. The

tree builder is currently CPU-only, and we leave incorporating fast

GPU tree builders (e.g., the IndexGrid builder from fVDB [Williams

et al. 2024]) as future work. We implemented Barnes-Hut with a

stackless BVH traversal [Hapala et al. 2011; Makino 1990] and warp

voting [Barnes 1990; Burtscher and Pingali 2011] to simultaneously

reduce thread divergence and improve accuracy, using a tree with

a per-dimension branching factor of 𝑑 = 2 (i.e., a total branch-

ing factor of 8). The implementation of our method maintains two

separate RNG states for drawing path index samples and Russian

roulette samples independently, and seeds them both identically

across warps to reduce thread divergence. Our method also uses a

tree with a wider per-dimension branching factor of 𝑑 = 4 (i.e., a

total branching factor of 64) compared to Barnes-Hut, as we found

that a narrow branching factor for Barnes-Hut allowed the algo-

rithm to make efficiently make fine-grained far field decisions, while

our algorithm performs better with wider trees that balance path

depth with the cost of scanning over all of a node’s children for

contribution swaps. To maximize performance, all operations are

implemented using single-precision floating point. Performance

testing was done using a Dell Precision Workstation equipped with

an AMD Threadripper CPU (Model 7955WX), 64 GB of RAM, and

an NVIDIA RTX 4090 GPU with 24 GB of memory.

All geometric data used in the rest of this section is isotropically

rescaled to fit in a [−1, 1]3 grid.

4.2 Comparison to Barnes-Hut
To start, we used a Coulomb-like potential 𝑓 (p, q) = − 1

∥p−q∥ to
investigate the performance of our algorithm compared to Barnes-

Hut.We took 2
15

(32,768) and 2
20

(1,048,576) samples on the Stanford

bunny, and evaluated both our method and Barnes-Hut on a grid of

100
3
points in [−1, 1]3, as well as 1, 000, 000 randomly distributed

points in the same cube for a variety of parameter values. In Barnes-

Hut, the main parameter is the far field threshold 𝛽 , and our method

provides the number of samples per subdomain (spsd), denoted 𝑆 .

In Fig. 5, we plotted the mean and median absolute error versus

execution time for both source sizes and both query distributions,

using parameter sweeps 𝛽 ∈ [1, 2, . . . , 40] and 𝑆 ∈ [1, 2, . . . , 32].

100 101
# Samples

10 4

2 × 10 5

3 × 10 5

4 × 10 5

6 × 10 5

Error Mean Abs. Error

Ours
<latexit sha1_base64="NGwISWzaa6NexyAvXwMKmNvrTRE=">AAACBnicbVC7TgMxEPTxJrwCFBQ0JyIkKAg5hIAShYaOIAggcSGyzd7Fiu072XuI6HQ9/0ELdIiWz4C/wYEUvKaanZmVdoelUlis1d69oeGR0bHxicnS1PTM7Fx5fuHMJpnh0OSJTMwFoxak0NBEgRIuUgNUMQnnrHvQ989vwFiR6FPspdBSNNYiEpyik9rlpaNQQoRrJ1f5RrC5VfihEXEH19vlSq1a+4T/lwQDUiEDNNrlt/A64ZkCjVxSay+tiHmio1ZOuaIGi1KY0hh0phgYoeM8Tpg70skSMKwz1g0NSHpbCjMLKeVdF86psranWOGvKood+9vri/96TBXf58sMo71WLnSaIWjuVpwXZdLHxO+X4l8LAxxlzxHKjUDBfd6hhnJ01bkqgt+P/yVnW9Vgp7pzvF3Zrw9KmSDLZIWskYDskn1ySBqkSTgpyD15II/enffkPXsvX9Ehb7CzSH7Ae/0AJYWY2A==</latexit>

𝐿
(
𝑀→1/2

)

Across all configurations, Barnes-

Hut can only match the mean

and median error achieved by

our method with 𝑆 = 1 af-

ter 2-8 times more execution

time. Furthermore, our relative

speedup is faster on random

query sets, where Barnes-Hut is

slowed down by significant thread divergence (though warp vot-

ing allows it to use that time to drive down the overall error). The

relative lack of sensitivity of our method to the query set’s spa-

tial coherence is a remarkable property that is achieved through

probabilistic path traversals, which change far less across query

points than overall tree traversals. Our method also achieves higher

relative speedups under median error compared to mean error, but

this suggests that much of the error in our method comes from iso-

lated outliers rather than spread out across all queries. In rendering,

this is caused by “fireflies” due to importance sampling schemes

giving high weight to some outlier samples that are far from the

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.



Stochastic Barnes-Hut Approximation for Fast Summation on the GPU • 7

true expected value, so improving our sampling method and even

using a specially designed denoiser for these noise patterns [Vicini

et al. 2019] are potential ways to address this. Another aspect of our

method is that we converge at a slower than Barnes-Hut — although

we have a performance advantage at lower sample counts, this ad-

vantage disappears as 𝑆 increases because the error converges at a

rate the Monte Carlo rate of𝑂 (𝑆−1/2) (though since we measure the

mean and median absolute error rather than the root mean squared

error, this rate is not precise in our case, see inset). Our method is

therefore most useful with low sample counts, though regardless

the low-sample regime is the main regime of interest, since we are

estimating a quantity that can be evaluated in finite time.

We also tested our method on a variety of source distributions,

using recommended parameter configurations for both Barnes-Hut

and our method. Papers in the Barnes-Hut literature in graphics

recommend using 𝛽 = 2 [Barill et al. 2018; Madan and Levin 2022;

Qu and James 2021], as this usually achieves a good tradeoff between

efficient computation and acceptable error in graphics applications,

so we make the same choice. As for our method, approximating a

discrete summation puts a hard limit on the sample count, as there

is a sample threshold where our method becomes more expensive

than a full evaluation, and as seen in Fig. 5, our absolute error

converges slowly; therefore, we pick 𝑆 = 1 as a reasonable default.

We evaluated our method with these choices across a mesh dataset

from Myles et al. [2014], where we drew 2
15
, 2

17
, and 2

20
uniformly

distributed samples from each surface to use as kernel source points

(Table 1). Although our performance is comparable with Barnes-Hut

for a small number of sources (2
15
), our method scales much better,

becoming 2x faster at the chosen settings with 2
20

source samples,

while maintaining lower mean and median error across all source

sizes𝑀 . Our maximum error is always an order of magnitude larger

than Barnes-Hut, but the significantly lower median error suggests

that these points are outliers.

A useful theoretical property of our approach is that it is an

unbiased estimator of the true summation value, as opposed to

a deterministic but biased estimate of the quantity. Fig. 6 looks

at the same slice as Fig. 1 and examines the log error of both our

method and Barnes-Hut. Barnes-Hut error has ring-like artifacts that

indicate where the far field condition caused the set of contribution

nodes 𝐷 (q, 𝛽) to change in space; our method, meanwhile, does not

have such artifacts, but error is more highly concentrated in regions

with larger gradients. Monte Carlo noise is also visible in our error.

4.3 Applications
We applied our method to a variety of different kernel functions, and

compared the visual result quality from our method to the ground

truth results computed with an exact GPU-optimized algorithm [Ny-

land et al. 2007]. In all examples, slice planes are evaluated as 1000
2

grids for 1 million query points. The identically-seeded RNG states

across warps cause visually displeasing spatial coherence, so we

shuffle the grid positions before passing them to our algorithm. Al-

though this induces a slight performance hit due to additional thread

divergence, it is much smaller than a comparable hit to performance

would be to Barnes-Hut (Fig. 5), since we retain most of the benefits

of identical RNG states.

log(7.5e-6)

log(6.3e-1)

Barnes-Hut

Er
ro

r 
(L

og
 S

ca
le

)

Ours

Fig. 6. In the example from Fig. 1, Barnes-Hut (left) exhibits discontinuous
error patterns when the far field condition causes a change in contribution
nodes, while our method (right) does not exhibit such artifacts and instead
is more concentrated in regions where the field rapidly changes, while being
lower on average than Barnes-Hut.

1 Sample/Subdomain 16 Samples/Subdomain Ground Truth

Fig. 7. Winding numbers computed via fast stochastic summation from 2
20

sources. A full evaluation via brute force takes 887ms, while our method
takes 7.80ms with 1 sample per subdomain, and 119ms with 16 samples per
subdomain.

4.3.1 Coulomb Potentials. In Fig. 1, we show a visualization of an

electric (Coulomb) potential field induced by 2
22

(over 4 million)

points on the surface of an electrical substation, with some points

given a higher mass (i.e., charge) in the cables above the main units

in the center. With just one sample per subdomain, we produce a

smooth result on all evaluation slices in roughly 8 milliseconds for

the large slice plane and 6 milliseconds for the smaller planes.

4.3.2 Winding Numbers. In Fig. 7, we computewinding numbers [Ja-

cobson et al. 2013] using our method from 2
20

sources, with 1 sample

per subdomain and 16 samples per subdomain, as well as the ground

truth. Our method mostly succeeds in classifying inside and outside

cells with 𝑆 = 1, but contains noise near the boundary where the

winding number changes rapidly; using 16 samples per subdomain

mostly alleviates this issue at a significant performance cost.
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Table 1. Timings and errors of our method and Barnes-Hut on a dataset of 116 meshes, run with typical parameter settings. Barnes-Hut is evaluated with
𝛽 = 2, and our algorithm is evaluated with 𝑆 = 1 (i.e., one sample per subdomain). We vary the number of source samples𝑀 to be 215 (32,768), 217 (131,072),
and 2

20 (1,048,576), draw them from each mesh surface in the dataset, and their total gravitational potential kernel on a grid of 1003 points. The mean and
standard deviation for each error statistic across the dataset are reported, and the better metric is highlighted in bold at each source set size. At typical
algorithm parameter settings, we match our outperform an optimized Barnes-Hut implementation by over 2x, while always achieving roughly 5x lower mean
error and 17x lower median error.

Algorithm (Typical Config.) Time (ms) Mean Abs. Err. Median Abs. Err Max Abs. Err.
Barnes-Hut

(
𝛽 = 2, 𝑀 = 2

15
)

3.48 ± 0.93 5.59e-04 ± 2.83e-04 4.50e-04 ± 2.37e-04 3.72e-03 ± 1.77e-03
Ours

(
𝑆 = 1, 𝑀 = 2

15
)

3.63 ± 0.97 9.91e-05 ± 2.28e-05 2.51e-05 ± 6.73e-06 5.61e-02 ± 3.05e-02

Barnes-Hut

(
𝛽 = 2, 𝑀 = 2

17
)

5.00 ± 1.46 5.60e-04 ± 2.82e-04 4.50e-04 ± 2.36e-04 3.73e-03 ± 1.75e-03
Ours

(
𝑆 = 1, 𝑀 = 2

17
)

3.92 ± 1.04 9.81e-05 ± 2.21e-05 2.43e-05 ± 6.22e-06 5.62e-02 ± 3.23e-02

Barnes-Hut

(
𝛽 = 2, 𝑀 = 2

20
)

8.61 ± 2.89 5.60e-04 ± 2.82e-04 4.50e-04 ± 2.36e-04 3.74e-03 ± 1.76e-03
Ours

(
𝑆 = 1, 𝑀 = 2

20
)

4.04 ± 1.12 9.77e-05 ± 2.16e-05 2.40e-05 ± 5.66e-06 5.60e-02 ± 3.13e-02

1 Sample/Subdomain 64 Samples/Subdomain Ground Truth

Fig. 8. Smooth distances computed via fast stochastic summation from
2
20 source points. A full evaluation via brute force takes 710ms, and our
method takes 7.10ms with 1 sample per subdomain 605ms with 64 samples
per subdomain.

4.3.3 Smooth Minimum Distances. In Fig. 8, we compute smooth

distance fields [Madan and Levin 2022] from 2
20

sources, using our

method with 1 sample per subdomain and 64 samples per subdo-

main, and the ground truth. More precisely, we estimate the sum of

exponentials and apply a logarithm to the estimate as one would

do for the full summation; however, unlike previous examples, the

result is also biased for our method, because the expectation op-

erator cannot be directly “passed through” the logarithm. Unlike

Madan and Levin [2022], we do not use off-center bounding boxes

to guarantee the field is a conservative estimate of the true distance.

At 𝑆 = 1, our method has difficulty resolving the band near the zero

level set, but can more effectively resolve it at 𝑆 = 64, though this is

almost as expensive as a full evaluation.

5 Conclusions and Future Work
We presented a method that stochastically estimates kernel sums

using a novel unbiased algorithm using a Barnes-Hut-esque hier-

archy of control variates. Our method already achieves excellent

results on Coulomb potential evaluation problems, but there is sig-

nificant room to improve the employed sampling techniques to

achieve comparable results on other problems such as winding num-

ber and smooth distance evaluation. We only use simple uniform

sampling for paths, so there is an immediate opportunity to improve

the sampled paths with importance sampling (though this could

create thread divergence without care). The Russian roulette prob-

abilities also deserve further investigation using more principled

approaches such as zero-variance theory [Vorba and Křivánek 2016]

and estimator efficiency optimization [Rath et al. 2022] — since

there are a finite number of paths, it may be possible to use the

aforementioned techniques to compute all probabilities for a given

query point. A unified Russian roulette and splitting framework

on the GPU is another related direction of future work. Recently,

the ReSTIR algorithm [Wyman et al. 2023] has revolutionized real-

time path tracing by reusing samples across pixels in space and

time; integrating such an approach into our framework is another

compelling direction. Beyond discrete summations, applying this

method to continuous integrals could be fruitful, potentially leading

to an alternative to boundary element methods in the same manner

Walk on Spheres provides an alternative to finite elements [Sawhney

and Crane 2020].

Our method uses more compute than traditional tree-based ap-

proximations like Barnes-Hut, but as a result, it reduces thread

divergence in a way that is relatively insensitive to query order — a

property that, to our knowledge, is unique to our method, provid-

ing it with unique advantages on the GPU. Furthermore, stackless

tree traversals require more memory traffic than their recursive

counterparts to access nodes, so being able to perform simpler path

traversals means that we access fewer tree nodes overall. However,

part of our computation involves a memory scan over an uncom-

pressed buffer of node-aggregated data such as centers of mass and

aggregated masses, which still increases memory traffic in conjunc-

tion with compute and can cause scaling issues at higher sample

counts, though it is possible to reduce this through aggressive quan-

tization and compression, as long as leaf data remains uncompressed

to keep the estimator unbiased. Compressing the tree nodes would

also help Barnes-Hut, and further pursuing optimizations of both

methods would change the performance tradeoff between the two.
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More radical changes such as completely different data structures

could also enable the use of “single-term” estimators [McLeish 2011;

Misso et al. 2022] that require cheap random access to internal tree

nodes (as opposed to following child pointers in typical tree data

structures), and would completely eliminate thread divergence on

the GPU. Overall, following the trend of other recent Monte Carlo

methods, we believe there is a lot of potential in stochastic methods

to improve upon deterministic methods, or at the very least, provide

a dialogue between the two classes of methods to offer different

choices for users depending on their needs, making it an exciting

time to explore the use of stochasticity in traditionally deterministic

computational domains.
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A Proof of Unbiasedness
Here we prove Theorem 3.1. A restatement of the theorem is as

follows:

Theorem. Eq. 7 is an unbiased estimator of Eq. 1; that is,𝐸
[
𝐹1 (q)

]
=

𝐹 (q).

Proof. Expanding 𝐸
[
𝐹1 (q)

]
:

𝐸
[
𝐹1 (q)

]
=

𝑀∑︁
𝑖=1

𝑝 (𝐼 = 𝑖)
𝑑𝑖∑︁
ℓ=0

𝑝 (𝐾 = ℓ)
(
�̃�𝑖,0 𝑓 (p̃𝑖,0, q) +

ℓ∑︁
𝑘=1

Δ𝑖,𝑘−1
𝑝 (𝐼 ∈ 𝑇𝑖,𝑘−1)𝑝 (𝐾 ≥ 𝑘)

)
=

𝑀∑︁
𝑖=1

𝑑𝑖∑︁
ℓ=0

𝑝 (𝐼 = 𝑖)𝑝 (𝐾 = ℓ)
( ∑︁
𝑗∈𝑇𝑖,0

𝑚 𝑗 𝑓 (p̃𝐼 ,0, q) +

ℓ∑︁
𝑘=1

∑︁
𝑐∈𝐶 (𝑇𝑖,𝑘−1 )

∑︁
𝑗∈𝑇𝑐

𝑚 𝑗 (𝑓 (p̃𝑐 , q) − 𝑓 (p̃𝑖,𝑘−1, q))
𝑝 (𝐼 ∈ 𝑇𝑖,𝑘−1)𝑝 (𝐾 ≥ 𝑘)

)

=

𝑀∑︁
𝑖=1

𝑚𝑖 𝑓 (p̃0, q) +
𝑀∑︁
𝑖=1

𝑑𝑖∑︁
ℓ=0

ℓ∑︁
𝑘=1

∑︁
𝑐∈𝐶 (𝑇𝑖,𝑘−1 )

∑︁
𝑗∈𝑇𝑐

𝑝 (𝐼 = 𝑖)𝑝 (𝐾 = ℓ)𝑚 𝑗 (𝑓 (p̃𝑐 , q) − 𝑓 (p̃𝑖,𝑘−1, q))
𝑝 (𝐼 ∈ 𝑇𝑖,𝑘−1)𝑝 (𝐾 ≥ 𝑘)

=

𝑀∑︁
𝑖=1

(
𝑚𝑖 𝑓 (p̃0, q) +

𝑑𝑖∑︁
𝑘=1���������������: 1(∑

𝑗∈𝑇𝑖,𝑘−1 𝑝 (𝐼 = 𝑗)
) (∑𝑑𝑖

ℓ=𝑘
𝑝 (𝐾 = ℓ)

)
𝑝 (𝐼 ∈ 𝑇𝑖,𝑘−1)𝑝 (𝐾 ≥ 𝑘)

𝑚𝑖 (𝑓 (p̃𝑖,𝑘 , q) − 𝑓 (p̃𝑖,𝑘−1, q))
)

=

𝑀∑︁
𝑖=1

𝐹P𝑖 (q)

= 𝐹 (q)

The third equality comes from the fact that every path has a common

root (i.e., 𝑇𝑖,0 = 𝑇0 for all 𝑖) and
∑𝑀
𝑖=1

∑𝑑𝑖
ℓ=0

𝑝 (𝐼 = 𝑖)𝑝 (𝐾 = ℓ) = 1,

and the fourth equality comes from rearranging and grouping like

terms from contribution swaps along different paths with common

prefixes. □

B Pseudocode
Pseudocode for the Barnes-Hut approximation, and our path sample

estimator, are given below.

Algorithm 1: Barnes-Hut approximation, barnesHut

Inputs :Tree node 𝑇𝑎 , kernel function 𝑓 , query point q,
approximation parameter 𝛽

Outputs :Approximation of Eq. 1 (i.e., Eq. 2)

1 𝑇𝑎 has total mass �̃�𝑎 and center of mass p̃𝑎 ;
2 𝐹 ← 0;

3 ˜𝛽 ← ∥q−p̃𝑎 ∥
|𝐵𝑎 | ;

4 if 𝑇𝑎 is a leaf or ˜𝛽 ≥ 𝛽 then
5 𝐹 ← �̃�𝑎 𝑓 (p̃𝑎, q);
6 else
7 for 𝑇𝑏 ∈ 𝐶 (𝑇𝑎) do
8 𝐹 ← 𝐹 + barnesHut(𝑇𝑏 , 𝑓 , q, 𝛽);
9 end

10 end
11 Return 𝐹 ;

Algorithm 2: Stratified path sample estimator,

pathSampleEstimator

Inputs :Tree root 𝑇0, kernel function 𝑓 , query point q,
samples per subdomain 𝑆

Outputs :Approximation of Eq. 1

1 𝐹 ← 0;

2 for 𝑇𝑎 ∈ 𝐶 (𝑇0) do
3 𝑇𝑎 has total mass �̃�𝑎 and center of mass p̃𝑎 ;
4 𝐶𝑉𝑎 ← �̃�𝑎 𝑓 (p̃𝑎, q);
5 𝐹𝑎 ← 0;

6 for 𝑠 ∈ 1 . . . 𝑆 do
7 𝐼 ← uniformSamplePath(𝑇𝑎);
8 𝑘 ← 0;

9 𝑝rr ← 1;

10 𝑇𝐼 ,𝑘 ← 𝑇𝑎 ;

11 while 𝑇𝐼 ,𝑘 is not a leaf do
12 𝑝𝐼 ,𝑘 ← Eq. 5;

13 if rand() ≥ 𝑝𝐼 ,𝑘 then
14 break;

15 end
16 Δ𝐼 ,𝑘 ← Eq. 6;

17 𝑝agg ← |𝑇𝐼 ,𝑘 |
|𝑇𝑎 | ; 𝑝rr ← 𝑝rr · 𝑝𝐼 ,𝑘 ;

18 𝐹𝑎 ← 𝐹𝑎 + Δ𝐼 ,𝑘

𝑝agg ·𝑝rr ;

19 𝑇𝐼 ,𝑘 ← child of 𝑇𝐼 ,𝑘 containing 𝐼 ; 𝑘 ← 𝑘 + 1;
20 end
21 end
22 𝐹 ← 𝐹 +𝐶𝑉𝑎 + 1

𝑆
𝐹𝑎 ;

23 end
24 return 𝐹 ;
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Fig. 9. Compared to the ground truth (top, left), an estimator with Russian roulette disabled (top, middle left) and our estimator (top, right) produce virtually
identical Coulomb potential fields from a source set sampled from a lemur polyline, while using a fixed Russian roulette probability (top, middle right) has
significant errors. The log error of each estimator is shown in the bottom row. Despite our method having slightly higher log error than a disabled Russian
roulette estimator, it is roughly 5 times faster to evaluate on a GPU, only being slightly slower than the simple fixed-probability Russian roulette scheme.

C Russian Roulette Comparison
Russian roulette schemes are a technique used to improve an estima-

tor’s efficiency (the reciprocal of variance times computational cost),

with the tradeoff of increasing variance. In other words, good Rus-

sian roulette schemes should indirectly lead to variance reduction

by allowing more samples to be taken for the same computational

budget, or equivalently, a slight increase in variance in less time for

the same sample budget. We investigated the quality of our Russian

roulette algorithm described in the main paper by comparing it to

alternative estimators without Russian roulette (i.e., all paths are

traversed to the leaves), and using a fixed probability of
1

2
. The

results are shown in Fig. 9. Overall, our method achieves results

comparable to an estimator without Russian roulette while being 5

times faster.
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