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Abstract

Scattered light from pulsed lasers is increasingly part of our
ambient illumination, as many devices rely on them for ac-
tive 3D sensing. In this work, we ask: can these “ambient”
light signals be detected and leveraged for passive 3D vi-
sion? We show that pulsed lasers, despite being weak and
fluctuating at MHz to GHz frequencies, leave a distinctive
sinc comb pattern in the temporal frequency domain of in-
cident flux that is specific to each laser and invariant to
the scene. This enables their passive detection and anal-
ysis with a free-running SPAD camera, even when they are
unknown, asynchronous, out of sight, and emitting concur-
rently. We show how to synchronize with such lasers compu-
tationally, characterize their pulse emissions, separate their
contributions, and—if many are present—localize them in
3D and recover a depth map of the camera’s field of view.
We use our camera prototype to demonstrate (1) a first-of-
its-kind visualization of asynchronously propagating light
pulses from multiple lasers through the same scene, (2) pas-
sive estimation of a laser’s MHz-scale pulse repetition fre-
quency with mHz precision, and (3) mm-scale 3D imaging
over room-scale distances by passively harvesting photons
from two or more out-of-view lasers.

1. Introduction

Our environments are increasingly illuminated by faint but
extremely fast light signals. Devices such as lidars on
robots, cars, and drones [43, 45, 66], proximity sensors
and time-of-flight (ToF) cameras in smartphones [18, 48,
75], along with wireless light-based communication sys-
tems [54, 62, 77], all emit light fluctuating at frequencies
from MHz to GHz. This light is generally considered use-
ful only to the emitting device, due to the precise synchro-
nization and calibration required to detect it. ToF cameras,
for instance, use a dedicated light source that emits peri-
odic signals in sync with their sensor, enabling accurate
measurement of the time delay between emission and de-
tection [13, 41]. To nearby cameras, however, these signals
blend into the ambient background, contributing to noise or,
worse, interfering with their own measurements [30, 58].

In this work we ask: can such fast “ambient” light sig-
nals be automatically detected and leveraged for passive 3D
vision? As a first step toward answering this question, we
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show that this is indeed possible to do with a time-resolving
single-photon camera, as long as some of the ambient light
comes from pulsed lasers—a light source technology used
in smartphone flash lidars [48] and many advanced beam-
scanning lidar systems [44].

Our focus is on scenarios where several independent and
unknown pulsed lasers are present in a scene, each acting as
a point light source. This occurs, for example, when many
flash lidar devices are active, or when beams from different
lasers illuminate distinct points in an environment. In such
settings, each laser can be thought of as an ultra-fast strobe
light, periodically flooding the scene with nanosecond- or
sub-nanosecond pulses a few million times a second [60].

To passively harvest this light, we develop an incident
flux model suited for cases where an unknown number of
lasers emit pulses asynchronously from beyond the cam-
era’s line of sight, possibly amid other sources of strong
ambient light. We then combine this model with passive
ultra-wideband imaging [85] to automatically detect the
lasers’ presence; characterize their pulse emissions; sepa-
rate their image contributions; and—if two or more lasers
are detected—localize them in 3D while also recovering a
depth map of the camera’s field of view. The only require-
ments are that (1) the single-photon camera can passively
timestamp photon arrivals concurrently and asynchronously
across all its pixels, and (2) both the camera and the lasers
remain stationary for the (sub-second) exposure duration.
The resulting approach is entirely passive: it emits no light
of its own, relying instead on detecting and repurposing
light from other lasers operating nearby. We call this novel
form of 3D imaging opportunistic single-photon ToF.

Opportunistic harvesting of various signals has been
practiced since at least the 1930s, when reflections from
ambient BBC radio signals were used to detect incoming
aircraft [9, 40]. Since then, serendipitous ambient signals
have enabled passive imaging across diverse domains, in-
cluding coherent optical [21, 38], acoustic [8, 68, 78, 94],
sonar [19, 20, 87], radar [27–29, 53, 79], wifi [1–4] and mi-
crowave [50, 92, 93, 95]. Our work is motivated by similar
principles, but applied to the domain of incoherent optical
ToF. In computer vision, high-speed cameras and motion
enhancement techniques have been used to reveal hidden
motions in the world [82, 83, 89], sense sound [22], and an-
alyze mechanical vibrations [23, 72]. The visual signals we
exploit here are considerably faster and much dimmer.
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Figure 1. Harvesting scattered photons from unknown ultrafast sources for 3D sensing. Left: In this real experiment, three diffused lasers
act as independent, unknown flash lidar devices, concurrently and asynchronously flood-illuminating a room with trains of picosecond-
scale flashes from different positions. A SPAD camera, with no prior information about these light sources and no direct view of them,
passively time-stamps photons with its internal clock. Middle: By collecting approximately 10K timestamps per pixel, the individual
lasers are automatically detected; their pulse repetition frequencies are resolved to mHz precision; their pulse spectra reconstructed to
GHz harmonics; their asynchronous pulse trains separated; and the relative delay of pulses from different lasers to each pixel computed to
sub-nanosecond precision. Right: Using this information, the lasers are localized in 3D and the scene’s depth map computed to mm-scale
precision. See supplement Section H for an even more challenging setting with ceiling lights turned on (∼0.01 signal-to-background ratio).

Our approach tackles this challenge by formulating and
solving two independent subproblems: a single-photon
imaging task of converting raw photon detections into laser-
specific pulse-delay maps relative to the camera’s internal
clock, and a purely geometric task of computing a depth
map, 3D laser coordinates, and camera-to-laser clock off-
sets that are consistent with those pulse-delay maps.

On the geometric side, our work relates to techniques for
radio wave device localization (e.g., GPS [11, 91], wildlife
tracking [10, 12, 51], cellphone localization [6, 52, 65, 74],
indoor positioning [5, 24, 39, 47, 70]) which extract ToF in-
formation from ambient signals emitted by radio beacons.
These techniques rely on a known beacon infrastructure,
precise synchronization between beacons, and line-of-sight
communication with them. In contrast, the laser “beacons”
in our work are unknown, asynchronous, out of sight, and
can change position independently from one exposure to the
next. This results in a geometric problem that is consider-
ably more general, and whose main goal is 3D imaging.

In the area of single-photon imaging, systems that com-
bine a pulsed laser with single-photon avalanche diode
(SPAD) pixels are widely used for lidar [26, 46, 81], light-
in-flight imaging [60], non-line-of-sight imaging [61, 90],
and biomedical imaging [35, 42]. These methods funda-
mentally depend on precise hardware synchronization be-
tween laser and detector [31], and on extensive modeling—
as well as full control [37]—of the laser device [34, 63, 64].
Our work departs from this paradigm by relinquishing con-
trol over the laser, and modeling its operation on the fly
from the ambient reflections it produces. We show that this

leads to a new form of laser-camera synchronization that
is computational rather than hardware based, and thus can
be done after all photon data has been captured. A key ad-
vantage of this approach is that one camera can be (com-
putationally) sync-locked to any number of lasers operat-
ing asynchronously, something impossible to achieve with
a hardware sync. While we build on the ultra-wideband
imaging framework of Wei et al. [85] to realize this capabil-
ity for opportunistic ToF, that framework is agnostic to the
characteristics of light sources in a scene and, crucially, is
limited to cases where no strong ambient illumination (such
as room lighting or sunlight) overpowers other sources.

Central to our approach is the observation that scattered
light from pulsed lasers leaves a distinctive pattern in the
temporal frequency domain of incident flux. This pattern—
a sinc comb—is specific to each laser, invariant to the scene,
and enables opportunistic, highly precise sync-locking even
in the presence of far stronger light sources.

We use this core ability in our experimental system to
demonstrate powerful new ultrafast imaging capabilities:
(1) a first-of-its-kind visualization of asynchronously prop-
agating light pulses from multiple lasers through the same
scene; (2) passive estimation of a laser’s MHz-scale pulse
repetition frequency with mHz precision from scattered
light alone; (3) mm-scale 3D imaging over room-scale dis-
tances by passively harvesting photons from out-of-view
lasers; and (4) achieving these results under challenging
conditions of strong ambient light (signal-to-background ra-
tio ∼1%) and SPAD dead time effects.
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Figure 2. Viewing geometry of opportunistic ToF.

2. Opportunistic Time of Flight

Consider a camera that is imaging an unknown scene in the
presence of an unknown number of pulsed lasers, and po-
tentially other (non-ToF) ambient illumination. We model
each laser as a point source that periodically emits pulses
from a distinct, unknown 3D location (Figure 2). Both the
camera and the lasers are assumed to be stationary during an
exposure of duration texp, but can move freely and indepen-
dently between exposures. Our objective is to automatically
detect these lasers and use their scattered light to reconstruct
a pixelwise depth map of the camera’s 2D field of view.

Passive imaging conditions. We assume that neither the
camera nor the individual lasers exchange timing signals
of any kind, i.e., they operate independently and asyn-
chronously from each other. In this entirely passive setting,
the camera must rely on its own internal clock to measure
time. We use t to denote elapsed time according to the cam-
era’s clock, with 0 ≤ t ≤ texp.

Our focus is on the general case where the sources are
outside the camera’s field of view and their operation—
pulse profile, repetition frequency, sync signal, etc.—are
all unknown. Under such conditions, the time of flight
from individual sources to individual camera pixels cannot
be measured as in conventional lidar; it must be estimated
along with the 3D coordinates, pulse emission properties
and sync timing of the lasers themselves.

Paper overview. We begin by introducing the basis of
our approach, namely our frequency-domain model for in-
cident flux under pulsed illumination (Section 3) and the
framework we build upon to probe it passively with a
single-photon camera (Section 4). Section 5 describes
the core method of opportunistic ToF—detecting individual
pulsed lasers and synching with them computationally—
formulated as a sequence of flux-probing operations. Ge-
ometric optimization is briefly considered in Section 6.

3. Incident Flux Model for Pulsed Laser Light

The light signal transmitted from a pulsed laser to individual
camera pixels carries rich information about the laser itself.
This is because the laser’s periodic emission creates a dis-
tinctive sinc comb pattern in the temporal frequency domain
of incident flux. This pattern is invariant to the scene and to
multi-path light transport, is highly specific to the laser, and
occurs at any pixel that receives non-negligible light from
it. Below we focus on the case of negligible indirect light;
see supplement Section C for a more general treatment.

More specifically, suppose that laser l emits a train of

pulses over the interval [0, texp] with repetition frequency fl
and period Tl = 1/fl (Figure 3, first row). Since the laser
is not synchronized with the camera, these pulses are emit-
ted with an unknown clock offset t = ol. The pulses then
propagate through the scene at the speed of light, becoming
attenuated by various factors as they travel [17]—squared-
distance fall-off, surface reflection, radiant intensity of the
laser source, etc. Consequently, the incident flux at a cam-
era pixel q due to direct surface reflection will also be an
attenuated and time-delayed pulse train.

Radiometrically, this train can be expressed as a time-
varying function φl(q, t) that describes instantaneous flux
at time t in units of photons per second. This function
depends on the temporal profile of the laser’s pulse ψl(t);
the speed-of-light propagation delay τl(q) from the laser
to the pixel; the pulse’s attenuation αl(q); and the laser’s
repetition frequency and clock offset. Equations (1)-(2)
in Figure 3 provide full expressions for the incident flux
and its Fourier transform, respectively; we provide further
insight about them below.

The laser frequency comb. A basic property of pulse
trains is that their spectrum is non-zero only at the harmon-
ics of the repetition frequency, i.e., the integer multiples of
fl (Figure 3, second row). This set of frequencies is known
as a frequency comb [25] and has three important ramifi-
cations in our context. First, with repetition frequencies
between 100 kHz and 50 MHz typical for pulsed lasers
used in lidar [7, 33, 49, 84], the frequency spectrum of
incident flux is extremely sparse, with gaps of potentially
millions of Hz between non-zero values. Second, the flux
spectrum may have many thousands of non-negligible
harmonics because laser pulses must have broad spectral
support to allow precise ToF measurements.1 Third, the
frequency comb depends only on the repetition frequency,
not the ToF delay at a pixel. Thus, any pixel receiving light
from a laser provides essentially equivalent information
about the laser’s presence and its repetition frequency.

Frequency-blurring impact of exposure. Cameras
capture incident light over a finite duration, not indefinitely.
Mathematically, restricting the incident flux to the interval
[0, texp] is equivalent to convolving its frequency-domain
representation with an exposure-stretched sinc function.
This convolution transforms the laser’s frequency comb
into a comb of sinc functions, effectively blurring the
flux spectrum around each harmonic. For example, an
exposure time of 1

100 seconds will “blur” each harmonic by
approximately 60 Hz.

Multiple lasers and the asynchrony advantage. When
many lasers emit light in the same scene, the incident flux at
a pixel will be a superposition of their individual contribu-
tions (Figure 4). Crucially, lasers whose repetition frequen-
cies are not precise multiples of each other will have largely
distinct frequency spectra, as their harmonics will rarely fall
within each other’s narrow sinc neighborhood (except for
DC). Thus, asynchronous lasers leave a distinct “signature”

1For instance, a one-nanosecond Gaussian pulse—equivalent to
roughly 30 cm of light travel—has significant support up to 1 GHz.
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Figure 3. Incident flux model for pulsed laser light. Top and middle row: Our model’s individual components in the temporal and
frequency domain, respectively. Note that the pulse delay ol + τl(q) in top row (column 3) is the only ToF-related quantity that a camera
can measure passively with its internal clock. The full width at half max (FWHM) of the sinc in middle row (column 4) is equal to 1.2/texp.
Bottom row (Eqs. 1 and 2): We use δ(t) to denote the impulse function, XTl(t) the impulse train with spacing Tl, and ∗ for convolution.

on the spectrum of incident flux that makes their flux contri-
bution potentially separable from each others’. In practice,
the degree of asynchrony needed for separability is naturally
present in many lasers due to changes in temperature, power
supply, and mechanical vibrations, etc. [73]. See supple-
ment Section D for a limited experimental investigation of
frequency variations of a picosecond laser.

Incident flux from other ambient sources. Unlike the
broadband and sparse sinc combs produced by lasers, non-
ToF ambient sources contribute negligibly to the incident
flux at MHz to GHz frequencies. For instance, sunlight
contributes only to DC at the sub-second timescales con-
sidered here and indoor lights, which flicker at frequen-
cies ranging from Hz to tens of kHz [32, 71, 86], lack the
sub-microsecond precision necessary to produce harmon-
ics in the MHz to GHz range. Consequently, these sources
introduce only random noise with near-zero amplitude in
the Fourier domain of the incident flux, which we consider
small enough to ignore.

4. Flux Probing Framework

Analyzing the flux received at a pixel from pulsed lasers is
challenging due to its broad spectral support and weak am-
plitude—especially when mixed with much stronger con-
tributions from ambient non-ToF sources. To address this
problem for opportunistic ToF, we adopt and generalize
the flux probing approach of Wei et al. [85]. The ap-
proach leverages the capabilities of emerging single-photon
avalanche diode (SPAD) cameras to passively reconstruct
weak flux signals spanning frequencies from Hz to tens of
GHz. Here we summarize key aspects relevant to our work.

The basic premise of the approach is that incident flux at
a pixel cannot be sampled directly because MHz or GHz fre-

quencies correspond to intensity fluctuations that are orders
of magnitude faster than the rate at which individual pho-
tons arrive. In this photon-limited regime, the flux φ(q, t)
is the rate function of an inhomogeneous Poisson process
that governs photon arrivals [55, 67], and must be inferred
by passively detecting photons that arrive at pixel q.

To achieve this, flux probing relies on SPAD cameras
whose pixels can time-stamp individual photon detections
with picosecond precision relative to an internal real-time
clock. Given a frequency f and an asynchronous stream of
photon timestamps at a SPAD pixel, the method formulates
an unbiased estimator for the Fourier coefficient Φ(q, f)
and a detection criterion to establish if f has significant
support in the timestamp data:

Probing flux frequency f [85]: Given a stream of photon times-
tamps T , the Fourier coefficient estimator

Φ̂(q, f, T ) =
1

texp

∑

t∈T

exp
(
−j2πft

)
(3)

approximately follows a complex normal distribution with mean
Φ(q, f) and covariance matrix proportional to |T |, the number of

timestamps in T .2

CFAR frequency detector: To achieve a constant probability of
false alarm p, frequency f is detected if

∥∥Φ̂(q, f, T )
∥∥2

≥ CDF−1
χ2 (1− p)

|T |

2t2exp

(4)

where CDFχ2 is the chi-squared cumulative distribution function.

To reconstruct the time-varying incident flux at a
pixel, the SPAD’s entire DC-to-GHz bandwidth is densely
scanned for frequencies that pass the detection criterion.3

2See [85] for derivations.
3Wei et al. [85] propose scanning the range [DC, 15 GHz] at 0.6 Hz

based on their system’s timestamp precision and exposure time used.
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Function φl(q, t) is then expressed as a Fourier series using
the estimated Fourier coefficients at those frequencies.

Implications for opportunistic ToF. The CFAR detector
and the dense frequency-scanning approach of [85] have
four limitations in our setting:

Source-agnostic flux estimation—Opportunistic ToF re-
quires detecting and separating the contribution of indi-
vidual laser sources, not merely recovering their combined
contribution to incident flux.

Photon noise—The 3D precision of opportunistic ToF im-
plicitly depends on the GHz-scale harmonics of pulsed
lasers because those harmonics allow the arrival of individ-
ual pulses to be localized more precisely in time. How-
ever, detection and reconstruction of a laser’s GHz harmon-
ics is inherently limited by photons coming from other light
sources in a scene (including other lasers). Those photons

raise the variance of the estimator Φ̂(q, f, T ) for every fre-
quency f , contributing noise to the entire spectrum of esti-
mated flux and raising the noise floor of the CFAR detector.
This makes GHz harmonics less likely to be detected since
they naturally have lower amplitude (Figures 1 and 6).

SPAD dead time—SPADs become inactive for a nanosec-
ond scale interval after each photon detection, known as the
dead time. While dead time does not impact the precision
of individual photon timestamps, it may cause photons to
be missed, particularly as the timespan between consecu-
tive photon arrivals approaches (or falls below) the dead
time. Those missed photons reduce the terms included in
the sum of Eq. (3), introducing a bias in the estimator. Im-
portantly, when some light sources are much brighter than
others (room lights, a strong laser, etc.), photon detections
from a weaker laser may get so infrequent that the Fourier
coefficients of their harmonics no longer pass the CFAR de-
tector. This exacerbates the impact of photon noise.

Computational considerations—Densely scanning the GHz
band is inefficient since only a tiny fraction of scanned fre-
quencies will ever fall near a laser’s sinc comb (Figure 4).

5. Laser Discovery & Synchronization

We bypass the limitations of flux probing by exploiting the
frequency-domain structure of incident flux from pulsed
lasers (Section 3). Our method is based on a key obser-
vation: the laser’s repetition frequency defines the full set
of non-zero Fourier frequencies in the flux spectrum, via its
sinc comb. Therefore, by precisely identifying the repeti-
tion frequency, we can also determine the GHz harmonics
of all pixels receiving the laser’s light, and vice versa.

Building on this observation, we (1) develop a method

that efficiently searches the entire MHz-to-GHz band for
candidate sinc combs—rather than isolated frequencies—
and (2) formulate a sinc comb detection criterion to evalu-
ate each candidate’s support in the timestamp data, enabling
the detection of individual lasers. See Figure 5 for an illus-
tration and supplement Section B.1 for pseudocode.

Initial repetition frequency candidates. We identify a
set Fcand of candidates by densely scanning the expected
range of repetition frequencies for lasers in a scene, includ-
ing in the set only frequencies that pass the CFAR detector.4

Frequency localization by high-res scanning. Candidate
frequencies may be on the side lobe of a sinc instead of its
peak. To ensure each candidate represents a local extremum
in the flux spectrum, we perform a high-resolution scan in
the neighborhood of each candidate and adjust its frequency
accordingly, to obtain a localized set Floc.

Frequency pruning by second harmonic detection.
Noise may produce a large number of candidate frequen-
cies. These frequencies do not define a sinc comb and
can be pruned by examining their second harmonics.
Specifically, we first localize the second harmonics of all
candidates in Floc and then prune any candidates whose
localized second harmonics fail the CFAR detector.

mHz frequency localization by harmonic hopping.
Higher-order harmonics are extremely sensitive to small
changes in a laser’s repetition frequency. Conversely, by
precisely localizing the highest detectable harmonic of a
candidate frequency, we can achieve frequency localization
at a much finer scale—potentially thousands of times more
precise than direct localization. Starting with a candidate
in Floc we “hop” to its next higher harmonic, localize
it, apply the CFAR detector, and repeat recursively until
the detector fails. If the order-n harmonic is the highest
detected and is localized to frequency f , we replace the
candidate frequency in Floc with f/n.

Pulse train reconstruction by harmonic probing. Each
candidate frequency f still in Floc corresponds to a poten-
tial laser signal whose harmonics extend to the GHz band,
but whose individual harmonics may not be detectable. To
leverage the signal those harmonics provide, we reconstruct
the pulse train of a putative laser emitting pulses at fre-
quency f by (1) estimating the Fourier coefficients of all
harmonics of f up to the SPAD’s band limit using Eq. (3),

and (2) expressing the train φ̂f (q, T ) as a Fourier series.

CFAR sinc comb detection and synchronization. Includ-
ing all harmonics of a candidate frequency f that does not
form a sinc comb will add only noise. To capture this
intuition, we formulate a novel CFAR detection criterion
in the time domain to test whether a frequency’s recon-
structed pulse train is synchronous with any photon detec-
tions.5 Specifically, a candidate frequency f is detected if

its pulse train φ̂f (q, T ) exceeds a noise threshold for at least
one timestamp in T . The number of detected frequencies is

4We scan [DC, 50 MHz] with step size 0.6/texp in all our experiments.
5See supplement Section A for the exact expression and its derivation.
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the number of pulsed lasers in the scene.

Boosting SNR by local timestamp aggregation. All the
above steps involve a sequence of probing operations and
thus critically depend on the SNR of individual Fourier
coefficients computed by Eq. (3). To boost it, all probing
operations described above are applied to the union of
timestamps detected in small N -sized neighborhoods of
pixels. The intuition here is that all pixels in a neighbor-
hood are likely to receive light from the same laser and
thus they all contribute to the same Fourier coefficients
with correlated phases. This effectively treats each neigh-
borhood as a single “superpixel,” and results in an SNR

boost whose upper bound is
√
N from Poisson noise. We

find that aggregation is particularly important in low-SBR
conditions, where the timestamps at individual pixels
are overwhelmed by background photons and blinded by
dead-time effects (Figure 6).

Pulse-delay map estimation. Upon detection of a pulsed
laser with repetition frequency f , the pulse train arriving
from that laser at each pixel q (Figure 3, third column) is
reconstructed independently. Specifically, we apply the har-
monic probing procedure to that pixel’s timestamps without
aggregation to ensure that photons with different ToFs do
not affect the phase of the pulse train’s Fourier coefficients.

Once the train φ̂f (q, t, T ) is reconstructed, we compute the
pulse delay of + τf (q) by finding the global maximum of

its period-wrapped counterpart, φ̂f (q, (t mod 1/f), T ).

6. Geometric Optimization

Pulse delays from individual lasers to specific pixels impose
joint geometric constraints on the 3D positions of the lasers
and the scene’s depth map. This is because all light paths
from lasers in the scene to a given camera pixel share a com-
mon 3D segment along the ray through that pixel (Figure 2).
More specifically, any pulse delay due to a direct surface re-
flection from a laser to a pixel must satisfy the relation

c
(
τl(q) + ol

)

︸ ︷︷ ︸

pulse delay at pixel q

=
∥
∥ll − d(q)v(q)

∥
∥

︸ ︷︷ ︸

laser l to scene point along ray

+ d(q)
︸ ︷︷ ︸

depth of q

(5)

where c is the speed of light, ll is the laser’s 3D position, and
v(q) is the unit vector along the ray through pixel q. It fol-

lows that Eq. (5) defines a total of LN algebraic equations
for L lasers and N pixels in terms of the N unknown depths
and the 4L laser-specific unknowns (3D positions and clock
offsets). In scenes with complex geometry we expect these
equations to result in an overdetermined (but non-convex)
problem akin to bundle adjustment [69, 76]. To solve it, we
minimize the adaptive loss function of Barron [15] on the
geometric error defined by Eq. (5) using stochastic gradient
descent [36]. The robust loss provides robustness to occlu-
sions, shadows, multi-bounce specular transport and other
global illumination effects. Please refer to supplement Sec-
tions B.2 and C.2 for further details.

7. Experiments

In practice, 2D single-photon cameras are an emerging tech-
nology [57, 59, 80] and we do not have one available to
us; nevertheless, we create an experimental setup based on
a single-pixel SPAD and one pulsed laser that accurately
emulates what a 2D single-photon camera would capture
in a scene filled with fast ambient light signals caused by
asynchronous pulsed laser sources. Using this setup we
demonstrate (1) simultaneous discovery and mHz-accurate
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no laser can be detected by probing a single pixel’s timestamps.



computational synchronization to multiple asynchronous
laser sources, (2) post-capture separation and visualization
of their asynchronously propagating wavefronts, and (3)
mm-accurate 3D imaging and laser source localization over
room-scale distances, including under strong ambient light
with SBR ≪ 1. In addition to the results below, please refer
to supplement Sections E–J for additional experiments and
to the supplementary video for transient videos at high and
low SBR, flyby visualizations of 3D reconstructions, etc.
Capture procedure. We emulate opportunistic single-
photon time-of-flight imaging using a picosecond pulsed
laser (Katana 05HP) and a single-pixel SPAD (Micro Pho-
ton Devices) that is coupled to an objective lens and a
2D scanning galvonometer (Thorlabs GVS012). A pulsed
source is created by directing the collimated beam of the
laser to a nearby diffuse surface, causing light from that
point to illuminate the scene. We scan the scene with the
SPAD and asynchronously collect photon timestamps for
each pixel. Then, we illuminate a different point with the
laser to create a new pulsed source and repeat this process
for as many sources as needed. Last, we merge the times-
tamps at each pixel into a single stream, removing detec-
tions within a 231 ns dead time window matched to our
SPAD. To model various SBRs, we combine the timestamp
streams with ambient timestamps generated by a homoge-
neous Poisson process with a specific flux level. Here we
show results with three lasers operating at 9.998, 9.999, and
10.000 MHz; see supplement Section G.2 for 2–8 lasers.
Opportunistic time-of-flight 3D imaging. We detect three
laser sources, separate them, localize their 3D position, and
recover geometry and sync offsets in a room-scale scene;
this procedure results in the first visualization of light prop-
agation from multiple separated asynchronous laser sources
(Figure 1, column 3). We position a single-photon camera
in the 4.53 m × 2.41 m × 2.84 m room at a position 3 m
from the top wall (Figure 1, top left). The laser sources
operate at 532 nm with 0.2 W average power.6 This scene
poses unique challenges: the light sources are outside the
camera’s field of view and have significant estimated sync
offsets (6.57 m or 21.9 ns mean offset). Distance falloff,
shading, and shadows cast by the divider cause the measure-
ments for each laser source to have different SBRs (0.66,
0.83, 0.29) and photon counts (4,511, 4,367, and 2,161);
shadowed regions result in outlier path length estimates.

To assess 3D reconstruction accuracy, we fit planes to
the walls by segmenting them with a depth threshold; for
the far and right walls, respectively, we calculate the RMSE
(3.4 mm and 3.6 mm), inlier ratios (93.2% and 93.2%),
and estimate the angle between the walls (90.42◦) using
∼67000 and ∼23000 segmented points. Our results are ac-
curate, recovering the ∼1 cm depth variations at the man-
nequins’ nose and mm-scale details in the sleeve’s folds.
Laser source discovery & frequency estimation. Figure 7
(top) displays frequency estimation error for the 10 MHz
source in the scene of Figure 1; we create the error maps
by applying the frequency estimation approach of Section 5

6This is comparable to commercially-available flash lidars. See sup-
plement Section E.2 for a detailed comparison.

to independent patches of 10×10 pixels. Under high and
low SBR conditions, our estimates are typically accurate to
within 1 mHz and 10 mHz, respectively (assessed using the
laser sync signal). Outlier frequency errors correlate with
occlusions and shadowed regions (arrows in Figure 7, top).
Comparison with UWB imaging. We compare to ultra-
wideband (UWB) imaging [85] in Figure 7 (row 2). We
probe frequencies up to 15 GHz, resulting in 7191 fre-
quencies above the CFAR bound used to reconstruct flux.
At high SBR (0.50) our method produces sharper pulses
(110 ps FWHM vs 120 ps FWHM), with higher-intensity
peaks and fewer ringing artifacts. Our approach is almost
unaffected by low SBR (0.01), while UWB fails to recover
pulse profiles. Notably, UWB cannot separate the contribu-
tions of each source nor computationally sync to them, as
our approach does (colored transients in Figure 7, row 2).
Quantitative assessment. We assess depth error in Figure 7
(row 3) using 3D-printed staircase objects with known step
sizes of 10 cm, 5 cm, 3 cm, and 1 cm or of 3 cm, 2 cm,
1 cm, 8 mm, 6 mm, 4 mm, and 2 mm, respectively. The
mean SBR for the three pulsed lasers is 0.67, 0.36, 0.54, and
we align the estimated 3D point clouds for each staircase to
the ground-truth CAD model using the ICP algorithm [16].
Our method achieves mm-scale accuracy (2.3 mm average
RMSE) and outperforms the Azure Kinect [14] (4.9 mm
average RMSE). Reducing the SBR to 0.01 has little effect
(2.5 mm average RMSE).
Dynamic acquisition. We consider the case where the cam-
era and the laser sources all move independently from one
acquisition to the next (Figure 7, row 4). In each acqui-
sition, our method reliably recovers mm-accurate geome-
try, and successfully reconstructs concave shapes, such as
a bowl (row 4, view 1). The geometry remains consis-
tent despite significant variations in laser source positions
(row 4, bottom right)—registering the point clouds sequen-
tially with ICP yields a mean RMSE of 1.1 cm, and we esti-
mate the angle between the walls to be 90.89◦ by applying
plane fitting to the walls of the registered point clouds.

8. Concluding remarks

Our work represents a small, initial step toward leveraging
the harmonic structure of pulsed laser signals for 3D vision.
While our preliminary results are promising, pulsed lasers
are used in a far broader range of settings than the one con-
sidered here, including beam-scanning lidar [37], visible-
light communication [88], and many more. Developing
methods that tackle this broader range of signals is chal-
lenging because the structure of those signals is far more
complex than the case considered here. Additionally, 2D
SPAD cameras are still in their infancy [56, 57], presenting
a technological barrier to deployment of our opportunistic
3D sensing approach in the wild. Nevertheless, the spe-
cific capabilities we developed in this work—hardware-free
computational synchronization, repetition-frequency esti-
mation, low-SBR single-photon sensing, transient imaging
with many asynchronous lasers, etc—are directly applica-
ble to existing single-pixel or low-pixel-counts SPADs, as
well as active sensing systems that employ pulsed lasers.
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