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Fig. 1. Overview of full-wavefield lidar. (left) Our approach repurposes an off-the-shelf coherent optical modem—typically used for telecommunications—for
coherent lidar. The modem modulates the amplitude and phase of light from a 1550 nm laser in two linear polarization states. The light is emitted through a
fiber optic cable, free-space collimator, and scanning mirrors, and illuminates a target. The reflected light is coupled into the fiber and directed to the receiver
through a circulator. The modem, in this configuration, uses homodyne interferometry to measure the amplitude and phase of light in orthogonal polarization
states. (right) Based on these measurements, we jointly estimate mm-scale 3D geometry and velocity of dynamic objects with just 1 𝜇s per-pixel exposure
time and an eye-safe transmit power of 10 mW. Depth and velocity maps are acquired with 2 mm and 0.9 m/s resolution.

The advent of the digital age has driven the development of coherent optical
modems—devices that modulate the amplitude and phase of light in multiple
polarization states. These modems transmit data through fiber optic cables
that are thousands of kilometers in length at data rates exceeding one terabit
per second. This remarkable technology is made possible through near-
THz-rate programmable control and sensing of the full optical wavefield.
While coherent optical modems form the backbone of telecommunications
networks around the world, their extraordinary capabilities also provide
unique opportunities for imaging. Here, we repurpose off-the-shelf coherent
optical modems to introduce full-wavefield lidar: a type of random mod-
ulation continuous wave lidar that simultaneously measures depth, axial
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velocity, and polarization. We demonstrate this modality by combining a 74
GHz-bandwidth coherent optical modem with free-space coupling optics
and scanning mirrors. We develop a time-resolved image formation model
for this system and formulate a maximum-likelihood reconstruction algo-
rithm to recover depth, velocity, and polarization information at each scene
point from the modem’s raw transmitted and received symbols. Compared
to existing lidars, full-wavefield lidar promises improved mm-scale ranging
accuracy from brief, microsecond exposure times, reliable velocimetry, and
robustness to interference from ambient light or other lidar signals.
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putational photography; 3D imaging.
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1 Introduction
Coherent optical modems are conventionally used to send digital sig-
nals over fiber optic cables by modulating the phase and amplitude
of coherent light [Ip et al. 2008; Proakis and Salehi 2008; Roberts et al.
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2014]. Driven by the ever-increasing demands for higher network-
ing bandwidths, these modems can now modulate and sample light
at staggering rates—up to 100 GHz [Roberts et al. 2017]—across two
orthogonal linear polarizations simultaneously [Ip and Kahn 2007].
In effect, modern coherent optical modems achieve near-THz-rate,
programmable control and sensing of the full optical wavefield, with a
reliability that already supports communication over optical fibers
spanning thousands of kilometers.
The extreme abilities of these devices to manipulate and sense

light within a fiber raise the question: how can we leverage off-the-
shelf optical modems to advance the state of the art in free-space
imaging? As a first step toward addressing this question, we intro-
duce full-wavefield lidar (FWL). This sensing modality falls broadly
within the class of random modulation continuous wave (RMCW)
lidar; however, compared to conventional RMCW techniques [Sam-
bridge et al. 2021] that use binary phase [Bashkansky et al. 2004]
or amplitude [Ai et al. 2011] modulation, our approach employs
controllable modulation of the full coherent wavefield across two
polarization states. Further, our FWL reconstruction algorithm pro-
vides simultaneous estimates of depth and velocity without requir-
ing specialized encoding schemes or trading off bandwidth [Banzhaf
and Waldschmidt 2021].
To realize FWL, we use free-space coupling optics and a con-

ventional galvanometer to turn a 400 Gb/s off-the-shelf coherent
optical modem1 into a coherent lidar system that raster-scans the
field of view (see Figure 1). We develop a time-resolved image for-
mation model that captures the unique properties of the raw output
of optical modems repurposed for free-space imaging—including
internal reflections, Doppler shifts, and the scrambled polarization
state of back-scattered light—and use this model to formulate a
maximum-likelihood reconstruction algorithm. Our algorithm re-
lies on the modem’s raw output to solve an inverse problem that
jointly recovers depth, velocity, and polarization information.
Compared to existing lidars, FWL promises significantly more

flexibility and control over the transmitted waveforms of light; mm-
scale ranging; reliable velocimetry; improved performance at very
short (e.g., microsecond) exposure times with eye-safe transmit
power; and robustness to interference from ambient light or other
lidar signals. We demonstrate full-wavefield lidar by capturing a
variety of challenging scenes with moving objects, partial trans-
parencies, strong ambient light, and specular surfaces.

2 Background and Related Work
Our work relates to multiple types of lidar and to other sensing
modalities.We provide an overview of the connections to incoherent
lidar, coherent lidar, and to optical telecommunications technologies.

2.1 Incoherent Lidar
Most commercial lidar systems operate on a principle of incoherent
detection. These lidars modulate the intensity of light to recover
scene geometry by measuring phase delays of a sinusoidally modu-
lated signal [Coddington et al. 2009; Schuhler et al. 2006] or propa-
gation delays of emitted and backscattered laser pulses [Lin and Liu
2004; Rapp et al. 2020; Takeuchi et al. 1983]. Incoherent lidars can
1Ciena Corporation WaveLogic 5 Nano (https://www.ciena.com/products/wavelogic/
wavelogic-5/nano).
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Fig. 2. Qualitative comparison of FWL to the Kinect Azure [Bamji et al.
2018] and single-photon lidar. FWL recovers accurate depth and velocity
with only 1 𝜇s exposure times per pixel and an eye-safe 2 mW laser. The
Kinect fails at light levels corresponding to 10 𝜇s exposure times, which we
emulate using neutral density filters. For the single-photon lidar system
(see the supplement for a description), we emulate a 10 𝜇s exposure time by
thinning the detected photon counts [Lewis and Shedler 1979].

also capture polarization information of backscattered light [Baek
and Heide 2021, 2022]. However, incoherent detection schemes are
sensitive to interference from other light sources or ambient light
(e.g., from other lidars or the sun). While incoherent continuous
wave systems can measure velocity from phase shifts due to the
Doppler effect [Heide et al. 2015; Hu et al. 2022], pulsed systems
are not sensitive to phase information and cannot be used for ve-
locimetry in the same fashion. FWL recovers accurate depth with
1 𝜇s exposure times that are 10,000× shorter than that of incoherent,
intensity-modulated depth sensors (e.g., the Kinect Azure [Bamji
et al. 2018], which uses ≈10 ms exposure times—see Figure 2). Also,
similar to pulsed systems [O’Toole et al. 2017] and some continuous-
wave systems [Kadambi et al. 2013; Peters et al. 2015], our approach
recovers time-resolved profiles of backscattered light.
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Fig. 3. Illustration of co-
herent and incoherent de-
tection schemes.

Single-photon lidar. Incoherent lidars
based on single-photon detection are no-
table for their extreme sensitivity to in-
dividual particles of light [Kirmani et al.
2014; Lindell et al. 2018]. However, the
advantages of single-photon lidar are pri-
marily in the weak signal regime where
photons arrive infrequently at rates that
are much lower than the detector dead
time, which is typically on the order of
tens of nanoseconds. At higher signal lev-
els, photon arrivals are missed, leading to
difficult-to-model, non-linear distortions
in photon arrival times that skew ranging
estimates [Rapp et al. 2021].
Our system functions robustly with exposures of 1 𝜇s or less; at

such short exposure times, a typical single photon lidar in the linear,
low-flux regime might detect less than one laser photon on average.
Further, any received photons could be obscured by detections from
ambient light. This makes single-photon lidar very challenging
when dealing with very short exposure times and ambient light.

2.2 Coherent Lidar
Coherent lidar detects the amplitude and/or phase of backscattered
incident laser light by interfering it with unmodulated light from
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the same laser (referred to as the local oscillator [Henderson et al.
2005]), or from another laser at a different frequency [Li et al. 2021].
In contrast to incoherent lidar or other techniques such as optical
coherence tomography [Gkioulekas et al. 2015; Kotwal et al. 2023],
it is critical that the laser source have a high degree of temporal
coherence so that the incident light and local oscillator remain
correlated when they are interfered at a photodiode, as illustrated
in Figure 3. Please refer to Goodman [2015] for a detailed treatment
of temporal coherence; we provide a mathematical description of
coherent detection in the supplement.

In general, coherent lidar systems have several advantages com-
pared to their incoherent counterparts. Since they use continuous
wave emission, they can allow eye-safe operation at higher average
optical powers compared to pulsed lasers, which may have very
high peak power depending on the duty cycle. Additionally, their
use of coherent averaging (i.e., of the complex electric field) results
in a linear increase in signal-to-noise ratio (SNR) with exposure
time compared to the square-root relation of incoherent averaging
of intensity measurements [Baumann et al. 2019]. Further, coher-
ent detection strongly suppresses interference from ambient light
due to the interferometric detection procedure and use of balanced
photodetectors [Behroozpour et al. 2017].

FMCW lidar. Perhaps the most common type of coherent lidar is
based on a frequency-modulated continuous wave (FMCW) transmit
signal [Zheng 2005]. Specifically, FMCW lidars transmit a “chirp”
signal whose optical frequency increases linearly with time. While
one advantage of FMCW lidar is the simplicity of its modulation
scheme (i.e., the linear frequency sweep), the system performance
is strongly coupled to the modulation waveform. FMCW depth
resolution is tied to the bandwidth of the linear frequency sweep,
and the maximum depth and velocity resolution depend on the
duration of the sweep [Behroozpour et al. 2017]. For many swept-
source lasers, there is limited flexibility to adjust these parameters
(e.g., beyond certain preset configurations). In contrast, our system’s
performance is easily configurable and largely decoupled from the
modulation waveform: the depth resolution is tied to the sample
rate (74 GHz for our system), and the maximum depth and the
velocity resolution depend on the exposure time—each of which
can be continuously controlled. Our setup is also more general as
it measures the response of a scene to arbitrary, programmable
wavefields. Additionally, FMCW lidars are sensitive to interference
from other frequency-modulated lidars [Hwang et al. 2020]. RMCW
techniques, including our proposed FWL system, are less susceptible
to interference than FMCW because the transmit waveforms are
likely to be orthogonal to any interfering signal [Chen et al. 2023;
Hwang and Lee 2020].

RMCW lidar. FWL can be considered as a type of RMCW li-
dar [Takeuchi et al. 1983]; however, different from conventional
RMCW lidar, we do not use a binary modulation of phase [Bashkan-
sky et al. 2004; Sambridge et al. 2021] or amplitude [Ai et al.
2011; Takeuchi et al. 1986]. Instead, we use discrete, pseudoran-
dom modulation of both amplitude and phase in two polarization
states. In this sense, our work is close to “true random” or “chaos”
lidars that use amplified spontaneous emission noise [Hwang and
Lee 2020] or chaotic microcombs [Chen et al. 2023] to induce ran-
dom fluctuations in the amplitude of emitted light. However, unlike

FWL, their output waveforms cannot be programmably controlled
since they are governed by stochastic phenomena.
Many of the drawbacks associated with FMCW lidar (e.g., re-

lated to configurability or interference as discussed above) can be
mitigated with RMCW lidar—though there are considerable imple-
mentation challenges. The range resolution is determined, in part,
by the modulation speed and sample rate—typically tens of GHz to
achieve mm-scale resolution. Thus, few examples of this modality
exist in the literature due to the significant hardware requirements
related to ultrafast sample rates and the computational challenge of
modeling Doppler shifts, laser phase noise, speckle, and polarization
changes induced by scattering.

Our work overcomes hardware challenges associated with RMCW
lidar by leveraging existing, off-the-shelf optical modems used for
telecommunications. We demonstrate that FWL improves the accu-
racy of ranging and velocimetry over othermodulation schemes (e.g.,
without phase modulation or amplitude modulation) implemented
on the same optical modem. We also show that our polarization-
aware reconstruction framework improves accuracy and perfor-
mance at low SNRs compared to matched-filtering schemes similar
to those used in RMCW lidar.

2.3 Optical Telecommunications
Our work makes use of coherent optical modems that are conven-
tionally used to send digital signals over fiber optic cables [Ip et al.
2008; Roberts et al. 2014]. Typically, these modems use a modula-
tion scheme [Proakis and Salehi 2008] to optically encode digital
information in the amplitude, phase, polarization, and frequency
of transmitted light. Signals from optical modems are often com-
bined with wavelength division multiplexing [Brackett 1990] and
transmitted in parallel across a single-mode fiber at different wave-
lengths (e.g., 1530–1565 nm). Polarization division multiplexing is
also used to transmit two signals in parallel using orthogonal linear
polarizations of the electric field [Ip and Kahn 2007].
We operate a coherent optical modem on a single wavelength

channel at 1550 nm; this wavelength has the benefit of being eye
safe at roughly 50× higher transmit powers (up to 10 mW) compared
to visible wavelengths because light is absorbed at the cornea rather
than propagating to the retina [Sliney and Mellerio 2013].
We use a simple modulation scheme consisting of random

amplitude and phase values sampled from a complex Gaussian
distribution—the optimal scheme for measurements corrupted by
Gaussian noise [Forney 1992]. Modulated light is transmitted on
two orthogonal polarization channels which are coupled to free
space and backscattered from surfaces with different material prop-
erties. As such, the transmitted light signals are distorted by speckle,
and polarization and phase information is scrambled. We explicitly
estimate these distortions to recover depth and velocity.

3 Coherent Optical Modem Imaging
Coherent modems are designed to enable high-bandwidth transmis-
sion of data over optical fiber. Achieving data rates of many gigabits
per second necessitates exploitingmultiple degrees of freedom in the
transmitted light. In this section, we outline the working principle
of optical modems—from encoding digital information into discrete
symbols, to transmitting, receiving, and demodulating the digital
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Fig. 4. Overview of data transmission in coherent optical modems. (a,b) Binary data are collected and encoded into a discrete sequence of symbols X𝑛 , each
paired with a certain amplitude, phase, and polarization state of light. (c) This sequence of symbols is used to create a piecewise constant waveform with
segments of duration𝑇 (shown for a single polarization). In practice, a band-limited version of this waveform modulates laser light with amplitude 𝐸0 and
wavelength 𝜆 = 𝑐 2𝜋

𝜔
, where 𝜔/2𝜋 is the optical frequency and 𝑐 is the speed of light. (d) The modulated light is emitted, collected by a receiver, and interfered

with an unmodulated receiver-side laser to remove the optical frequency shift. The resulting waveform is sampled to recover the demodulated symbols Y𝑛 .

data. Then, we outline how optical modems can be repurposed for
imaging in free space.

3.1 Coherent Modulation and Demodulation
A coherent optical modem realizes twomain functionalities:modula-
tion of a coherent laser, where a predefined data sequence is encoded
into a laser’s electric field; and demodulation of received light, where
the transmitted data sequence is inferred from a measured electric
field (see Figure 4).

Modulation. We consider a coherent modem that modulates the
phase and amplitude of light in two orthogonal linear polarization
states. Given an input sequence of digital data (Figure 4), we can
define a complex-valued matrix X ∈ C2×𝑁 that is used to map
digital data to different output states of the coherent laser. More
specifically, each column of this matrix, denoted by X𝑛 , contains
two complex-valued symbols that specify the phase and amplitude
of the outgoing electric field at each polarization during the 𝑛th
output time interval, or symbol period: 𝑛𝑇 ≤ 𝑡 < (𝑛 + 1)𝑇 .
Once the digital data are encoded into symbols, the modulation

process involves two steps. First, the discrete sequence of symbols
X𝑛 is transformed into a continuous coded waveform X(𝑡):

X(𝑡) =
𝑁−1∑︁
𝑛=0

X𝑛 rect
(
𝑡 − 𝑛𝑇

)
∗ B(𝑡), (1)

where rect(𝑡) is a rectangular function that is equal to one for
0 ≤ 𝑡 < 𝑇 and zero elsewhere, and B(𝑡) is a filter that creates
a smooth, band-limited signal from the piecewise concatenation
of rectangular functions. Second, the coded waveform modulates
a laser of wavelength 𝜆 = 𝑐 2𝜋𝜔 whose electric field propagates at
the speed of light 𝑐 and oscillates with carrier frequency 𝜔/2𝜋 and
amplitude E0. The transmitter output of the coherent optical modem
can then be formulated as

ETX (𝑡) = E0𝑒 𝑗𝜔𝑡 X(𝑡), (2)

such that the digital information is completely encoded in the trans-
mitted electric field ETX.

Demodulation. The goal of demodulation is to recover an estimate
Y𝑛 of the transmitted symbol sequence X𝑛 by measuring the ampli-
tude and phase of received electric field ERX (𝑡). Either homodyne

or heterodyne coherent detection can be used, where the measured
electric field is interfered with a laser source called the local oscilla-
tor. In the context of optical communications, the transmitted signal
and the local oscillator are generated by different laser sources; the
phase of the local oscillator is matched to that of the received signal
using a phase-locked loop or feed-forward carrier synchronization,
which maintains temporal coherence [Ip et al. 2008].

In a homodyne detection scheme, the received signal and local os-
cillator have the same carrier frequency 𝜔/2𝜋 . Interference of these
two sources downconverts the received signal: the high-frequency
oscillations of the electric field at the laser frequency are removed,
and the modulated waveform containing the encoded digital data is
recovered (refer to the supplement for a mathematical description
of this procedure). The detected sequence Y𝑛 is given as:

Y𝑛 =
1
𝑇

∫ (𝑛+1)𝑇

𝑛𝑇

ERX (𝑡) 𝑒− 𝑗𝜔𝑡𝑑𝑡 + 𝜂. (3)

Here, the received electric field after interference with the local
oscillator is sampled via integration over the symbol period. The
term 𝜂 is complex Gaussian noise that incorporates multiple effects,
including thermal noise in the receiver, shot noise, and noise due to
inline optical amplifiers [Ip et al. 2008].
We note that this section provides a simplified description of

the coherent modulation and demodulation procedure. In practice,
optical modems contain additional optical and digital processing
stages to ensure that the local oscillator is locked to the transmit
laser and that the received signal is sampled with the correct timing.
While shot noise generally follows a Poisson distribution, here it is
approximated by a Gaussian distribution. Further, we note that the
Gaussian noise model neglects secondary effects such as optical fiber
non-linearities [Singh and Singh 2007]. For a detailed treatment of
coherent detection in optical modems, please refer to Ip et al. [2008].

3.2 Repurposing Coherent Optical Modems for Imaging
Our goal is to repurpose coherent optical modems for the task of free-
space 3D imaging. Given a known transmit symbol sequence and
the received symbol sequence, we aim to infer unknown scene pa-
rameters, namely depth, radial velocity, and change in polarization
state. In contrast to communication systems where the transmitted
sequence is unknown and the goal is to recover the digital data, we

SA Conference Papers ’24, December 03–06, 2024, Tokyo, Japan.
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Fig. 5. Illustration of imaging with coherent optical modems. (a) The modulated wavefield ETX is transmitted to the target through a fiber optic cable,
circulator, and collimator. The received wavefield ERX is demodulated and detected by the optical modem. (b) The transmitted wavefield is distorted by
multiple effects: the propagation delay induces a shift in the measurements, shown in the bottom plots of ERX; scattering off of a moving surface scrambles
the two transmitted polarization channels (modeled by multiplication with a Jones matrix R) and induces a Doppler shift of frequency 𝜈 ; the wavefield is
attenuated as it propagates back to the collimator; last, the measurements are corrupted by noise 𝜂 from the optical modem or optical amplifiers (not shown).

seek to understand how transmitted waveforms are distorted by the
propagation channel and, in turn, recover scene properties.

System overview. Figure 5 provides an overview of the proposed
system. The optical modem modulates the laser electric field based
on an arbitrary, known symbol sequence, and the light is transmitted
to the scene through a fiber optic cable and collimator. The reflected
light is collected by the same collimator and directed to the optical
modem. In our setup, the transmitter and receiver share the same
light propagation path through a circulator (which separates optical
signals traveling in opposite directions), and we use a set of scanning
mirrors to image the scene (Figure 1).

Measurement model. The received and demodulated electric field
ERX (𝑡) is altered by three main effects resulting from propagation
to the scene and back. First, the demodulated electric field is time-
shifted relative to the transmit signal due to the propagation delay
to the target and back. Second, if illuminating a moving target, the
field is frequency-shifted due to the Doppler effect [McManamon
2015]. Finally, the field is distorted by attenuation and changes in
the polarization state due to the surface reflection. The received
electric field can therefore be modeled as

ERX (𝑡) = R ETX (𝑡 − 𝜏) 𝑒 𝑗𝜈𝑡 . (4)

The terms 𝜏 and 𝜈 denote the propagation delay and frequency
shifts of the demodulated electric field. The Jones matrix R is a 2× 2
complex-valued matrix that describes how the transmitted electric
field is transformed by a polarization-dependent attenuation and
rotation induced by the properties of the target surface and propa-
gation through the fiber [Gordon and Kogelnik 2000]). We will later
show that the optical modem’s measurement of two polarization
channels enables recovery of the Jones matrix.

In practice, we assume that the received, downconverted electric
field is approximately constant over the symbol integration period,
allowing us to drop the integral in Equation 3 and relate the received
symbol sequence Y𝑛 directly to the transmitted sequence as

Y𝑛 = R X𝑛−Δ 𝑒 𝑗𝜈𝑡 + 𝜂, (5)

where Δ = ⌊𝜏/𝑇 ⌋ is the integer shift in the symbol sequence due to
the propagation delay. This integer approximation to the time delay
(i.e., 𝜏/𝑇 ≈ ⌊𝜏/𝑇 ⌋) is justified in our case, where 𝜏 ≫ 𝑇 .

optical
modem

circulator
front surface

circulator
back surface

collimator
interface surface

Fig. 6. Our FWL prototype and coaxial lidar systems in general have non-
idealities such as reflections from interfaces in the optical path.

Coaxial lidar configurations like ours exhibit inter-reflections
caused by the various interfaces in the optical propagation path. Ad-
ditional reflections from partially transparent surfaces in the scene
are also possible. Thus measurements from our system (Figure 5)
can be modeled as a superposition of signals, including multiple
inter-reflections and scene reflections as depicted in Figure 6. While
we are mainly interested in the reflection off of target surfaces, other
reflections are captured, e.g., from the circulator interfaces, and from
the glass–air interface of the collimator. Since these reflections due
to internal surfaces are static, they do not induce a Doppler shift. We
therefore consider a generalization of Equation 5 that models the
received symbol sequence as a discrete superposition of the delayed,
polarization-scrambled, and potentially frequency-shifted copies of
the transmitted signal:

Y𝑛 =

𝑆−1∑︁
𝑠=0

R𝑠 X𝑛−Δ𝑠
𝑒 𝑗𝜈𝑠𝑡 + 𝜂. (6)

Here, 𝑠 denotes the index of each copy of the transmitted signal; R𝑠
and Δ𝑠 = ⌊𝜏𝑠/𝑇 ⌋ model the corresponding polarization scrambling,
signal attenuation, and propagation delay; and 𝜈𝑠 is the correspond-
ing Doppler shift (zero for internal reflections).

Key objective. Given a known transmitted symbol sequence, our
goal is to recover per-pixel scene unknowns from the received sym-
bol sequence through maximum likelihood estimation:

{R∗𝑠 ,Δ∗
𝑠 , 𝜈

∗
𝑠 } = argmax

{R𝑠 ,Δ𝑠 ,𝜈𝑠 }
Pr
(
Y𝑛 |X𝑛

)
. (7)

For each pixel, Δ∗
𝑠 is an estimate of the depth 𝑑𝑠 = Δ∗

𝑠 ·𝑇𝑐/2, where 𝑐
is the speed of light. The velocity is calculated from the Doppler shift
as 𝜈∗𝑠 ·𝑐

𝜔 , and R describes the attenuation and polarization change,
which depend on the surface and material.

SA Conference Papers ’24, December 03–06, 2024, Tokyo, Japan.



6 • Parsa Mirdehghan, Brandon Buscaino, Maxx Wu, Doug Charlton, Mohammad E. Mousa-Pasandi, Kiriakos N. Kutulakos, and David B. Lindell

4 Joint Estimation of Depth, Velocity, and Polarization
We provide an optimization algorithm for joint estimation of depth,
radial velocity, and polarization change at each pixel.

Matched filtering. In the case of a single direct reflection (𝑆 = 1
in Equation 6), no polarization scrambling, and additive Gaussian
noise, the matched filter is the maximum-likelihood estimator for
recovering the unknown propagation delay of a known transmit
waveform [Turin 1960]. The matched filter is also the typical ap-
proach for depth estimation in RMCW lidar [Sambridge et al. 2021;
Takeuchi et al. 1983]. Using the notation of Equation 7, matched
filtering can be expressed as the optimization

Δ∗ = argmax
Δ

����� ∞∑︁
Δ=−∞

X𝑛−ΔY𝑛

�����2 , (8)

where X𝑛 is the complex conjugate of the transmitted symbol X𝑛 .

Joint estimation. While matched filtering offers a straightforward
and computationally efficient solution to depth estimation, it is not
well-suited for complex scenes. Specifically, in the general case cap-
tured by Equation 6, no single time delay can explain the received
symbol sequence because of polarization scrambling, Doppler shift,
and multiple reflections. Crucially, by ignoring these effects, the
optimization in Equation 8 provides no information about the ve-
locity and polarization properties of scene points. Proper handling
of these effects is essential, not only for FWL, but for any lidar
system—multiple reflections can be caused by depth discontinuities
or partially transparent surfaces. In coherent lidar, Doppler shifts
must be modeled for accurate depth estimation and velocimetry for
dynamic scenes.

Instead, we seek the values of R, Δ, and 𝜈 , as well as the number
of shifted copies of the transmitted symbols 𝑆 , that minimize the
mean squared error between the transmitted and received symbols,
described as follows:

argmin
{𝑆,R𝑠 ,Δ𝑠 ,𝜈𝑠 }

𝑁−1∑︁
𝑛=0






Y𝑛 −
𝑆−1∑︁
𝑠=0

R𝑠 X𝑛−Δ𝑠
𝑒 𝑗𝜈𝑠𝑡






2
2
. (9)

Solving this problem provides the maximum likelihood estimate of
these parameters under a Gaussian noise model. This approach is
analogous to channel estimation employed in the digital communi-
cations literature [Proakis and Salehi 2008].
The optimization in Equation 9 does not have a closed-form so-

lution; the associated objective function is combinatorial in nature
because of the (typically small and unknown) number of additive
terms. To make optimization tractable, we relax the objective by
discretizing the space of Doppler shifts and associating an unknown
Jones matrix RΔ,𝜈 to each possible time delay Δ and Doppler shift 𝜈 .

Ldata =
𝑁−1∑︁
𝑛=0







 Y𝑛 −
∑︁
Δ,𝜈

RΔ,𝜈 X𝑛−Δ 𝑒 𝑗𝜈𝑡








2

2

. (10)

Since we expect a relatively small number of contributions to the
sum of Equation 9, we introduce a sparsity-promoting regularization
term Lsparse into our objective function. We also introduce a total
variation spatial regularization term LTV to help mitigate errors

received symbolstransmitted symbols

real imaginary real imaginary

time

am
pl
it
ud

e

Jones matrices estimated w/ Eq. 13

internal
reflections

surface
reflection

0 ns 40.5 ns
29.5 ns 30.8 ns

Fig. 7. Estimated Jones matrices. The transmitted and received symbols
(top and middle) are related by a convolution with a sequence of Jones
matrices RΔ,𝜈 (bottom) estimated using Equation 13. The real and imaginary
symbol components (top) describe the amplitude and phase (Fig. 4). We
plot ∥RΔ,𝜈 ∥𝐹 (bottom) for a static scene with 𝜈 = 0.

across pixels due to speckle noise [Goodman 2007] by encourag-
ing spatial smoothness in the energy of the reconstructed Jones
matrices:

Lsparse =
∑︁
Δ,𝜈

∥RΔ,𝜈 ∥F, and (11)

LTV =
∑︁

𝑖, 𝑗,Δ,𝜈

√︃
|
(
Dv∥RΔ,𝜈 ∥F

)
𝑖, 𝑗 |2 + |

(
Dh∥RΔ,𝜈 ∥F

)
𝑖, 𝑗 |2 . (12)

Here, ∥·∥F is the Frobenius norm, Dv and Dh compute vertical and
horizontal finite differences between pixels, and 𝑖 and 𝑗 index the
vertical and horizontal pixel locations. The resulting optimization
problem is

argmin
RΔ,𝜈

Ldata + 𝜆sparseLsparse + 𝜆TVLTV, (13)

where the scalars 𝜆sparse and 𝜆TV weigh each regularizer.
Once the Jones matrices have been estimated for all Δ and 𝜈 ,

we solve for depth and velocity as follows. Given that the scene
contains a single reflection from a target surface, we return the
delay Δ and frequency shift 𝜈 whose associated Jones matrix has
the maximum Frobenius norm (and we ignore delays due to internal
reflections). That is, we find

(Δ∗, 𝜈∗) = argmax
Δ, 𝜈

∥RΔ,𝜈 ∥𝐹 subject to Δ > Δmin, (14)

where Δmin is the minimum delay due to free-space propagation,
ignoring internal reflections in the optical modem.2

4.1 Implementation Details
Optimization. We implement the optimization in Equation 13

in PyTorch [Paszke et al. 2019] and use Adam [Kingma and Ba
2015] with a learning rate of 1 × 10−2. For the weighting of loss
terms we use 𝜆sparse = 0.1 for static scenes and 𝜆sparse = 0.3 for
dynamic scenes, with 𝜆TV = 0.1. In practice, to ease computational
requirements, we only apply the TV loss to Jones matrices across
the Δ dimension where 𝜈 = 0 (i.e., to the static scene components).
2We assume that the values Δ associated with internal reflections are calibrated a priori.
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Fig. 8. Prototype coherent lidar system. (left) Each component is shown in
a photo of the system. (right) The connections between each component
are illustrated. The transmit and receive ports of the optical modem are
coupled into single-mode optical fiber. The transmit cable connects through
an amplifier and collimator to a set of scanning mirrors, whose positions
are set by a controller. The collimator couples the reflected light through
the circulator, to the pre-amplifier, and into the receive port of the optical
modem. A PC interfaces with the modem and the scanning mirrors.

Similarly, for dynamic scenes we set a maximum axial velocity of 30
meters/second, and only optimize for the feasible frequency shifts.
Please see the supplement for additional implementation details
related to the optimization.

Hardware prototype. A photo and illustration of the hardware
prototype are shown in Figure 8. We use a Ciena WaveLogic 5n
modem with a sampling frequency of 1/𝑇 = 74 GHz (i.e., an optical
path resolution of 4 mm or depth resolution of 2 mm); the laser
operates at a wavelength of 1550 nm. We communicate with the
modem over its QSFP-DD electrical interface [Ghiasi 2023] to pro-
gram the transmit sequence and read out the measured data. The
transmitted sequence length, limited by finite modem memory, is
set to ≈ 216 symbols, providing a maximum unambiguous range of
approximately 130 meters. We use an Erbium-doped fiber amplifier
(EDFA [Becker et al. 1999]) to boost the power of the emitted laser
light from 1 mW up to a maximum of 100 mW; all experiments use
an eye-safe transmit laser power of 2 mW unless otherwise specified.
Another EDFA is used as a pre-amplifier to boost the power of the
received light up to the level expected by the modem (≈1 mW).

5 Experimental Results
We evaluate FWL across different exposure settings, andwe compare
to alternative modulation schemes and reconstruction techniques.
We also demonstrate the approach for recovery of depth and ve-
locity information, imaging through translucent media, imaging
under strong ambient light, reconstructing objects with sub-surface
scattering, and reconstruction of room-scale scenes.

5.1 Quantitative and Comparative Evaluation
Generalized matched filtering. We compare our joint estimation

framework to a straightforward generalization of matched filtering
which incorporates the multiple polarization channels of FWL.
Specifically, we modify Equation 8 to correlate the transmit and

received symbols sequences across both polarization channels:

Δ∗ = argmax
Δ

∑︁
𝑝,𝑞

����� ∞∑︁
Δ=−∞

X𝑛−Δ [𝑝]Y𝑛 [𝑞]
�����2 , (15)

where 𝑝, 𝑞 ∈ {1, 2} index the polarization channels. While this pro-
cedure is convenient because it incorporates information across
polarization channels, it does not recover Doppler frequency shift,
nor does it recover the complex-valued Jones matrices correspond-
ing to reflections.

Comparison to other modulation schemes. We compare FWL to
other modulation schemes emulated with the coherent optical mo-
dem. Specifically, we compare FWL to dual-polarization phase-
only modulation, dual-polarization amplitude-only modulation, and
single-polarization phase and amplitude modulation (see supple-
ment for implementation details). The results are shown in Figure 9;
FWL recovers depth maps with fewer outliers compared to the
other modalities and compared to depth estimation using gener-
alized matched filtering. We assess depth precision by imaging a
planar target at distances of roughly 0.5, 1.0, and 1.5 meters and re-
porting the mean depth error to a plane fitted to each measurement.
We find that FWL outperforms other modalities that do not use all
the available degrees of freedom for modulating light (Table 1).

Robustness to noise. We evaluate our method using different per-
pixel exposure settings (from 0.125 microseconds to 1 microsecond)
while maintaining the same transmit power. At shorter exposure
settings the quality of depth estimation degrades (Figure 10); how-
ever, the proposed approach demonstrates better performance at
low signal to noise ratios compared to generalized matched filtering.

5.2 Imaging Demonstrations
Recovering depth and velocity. In Figure 1 we show a scene illu-

minated by sunlight (through a window) containing static objects
and a spinning hemisphere. The radial velocity of the hemisphere is
estimated to be a maximum of 25 m/s, which agrees with estimates
produced using a high speed camera (see supplement). Depth is
recovered despite the presence of strong ambient light from the sun,
which illuminates the scene through the window (see Figure 11 (e)).

Challenging materials and room-sized scene. In Figure 11 (a), we
demonstrate reconstructing objects with subsurface scattering and
detailed geometry and provide a comparison to generalized matched
filtering using optical powers of 2 mW and 80 mW. In each case the
qualitative results in Figure 11 show robust reconstruction of the
scene geometry. We see similar trends for a larger room-sized scene.

Imaging through translucent media. In Figure 11 (c), we show
an example scene where a statuette is placed behind a translucent
surface. We recover both surfaces by estimating the time delays of
the two Jones matrices with the greatest Frobenius norms.

Strong ambient light. We reconstruct the geometry of a tungsten
halide light bulb while it is turned on (Figure 11 (d)). While the
bulb’s spectrum includes the 1550 nm wavelength used for FWL, the
system is extremely robust to ambient light due to the homodyne
detection scheme.
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6 Discussion
Coherent optical modems are a promising solution to make coherent
lidar more accessible to researchers and practitioners. Still, some
barriers remain to widespread adoption of this technology. For ex-
ample, using fast optical modems (operating at tens to hundreds
of GHz) requires domain knowledge to program and read out the
transmitted and received waveforms. Currently, our hardware inter-
face to the modem requires ∼1 second to transfer data to a computer
after each exposure; this limits the acquisition speeds of the current
system to more than a second per scan point and thus limits the
overall scan resolution. In future work we hope to address these
obstacles and to demonstrate real-time capture of depth and velocity.
FWL may also offer benefits for other imaging scenarios, such as
in the presence of scattering media, where sensitivity to motion,
depth, and polarization could help to isolate unscattered light.
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Fig. 9. Comparison between modulation schemes and optimization techniques. (rows 1, 3) We compare FWL (amplitude and phase modulation across two
polarization channels) to phase-only modulation, amplitude-only modulation, and single-polarization modulation of phase and amplitude without LTV (see
supplement for implementation details). (rows 2, 4) Results using generalized matched filtering. FWL optimization based on Equation 13 shows more robust
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Table 1. Evaluation of depth precision. We scan a planar surface and measure deviation of the measurements to a plane fitted to the surface. We compare to
performance using the generalized matched filter; note that we omit the TV regularizer for this evaluation to assess per-pixel precision.

mean depth error (mm)↓ % of pixels with depth error < 2 mm↑ % of pixels with depth error < 6 mm↑
method joint estimation gen. matched filter joint estimation gen. matched filter joint estimation gen. matched filter

FWL 4.43 9.93 65.20 64.77 98.50 97.78
dual-polarization phase 9.31 24.99 57.16 55.40 97.91 94.92
dual-polarization and amplitude 19.08 39.51 58.59 55.72 95.96 91.92
single-polarization phase and amplitude 30.19 46.95 47.85 45.83 93.75 90.46
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generalized matched filterscene photo(a)

(b) (c)

FWL

2 mW

imaging with strong ambient light point cloud visualization (Figure 1)(d) (e)
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Fig. 11. FWL in challenging imaging scenarios. (a) A diffuse statuette and mask made from translucent material are reconstructed with the laser power set to 2
mW and 80 mW. Using the proposed optimization (Equation 13) with the 2 mWmeasurement recovers a qualitatively similar result to the generalized matched
filtering scheme with 80 mW. (b) FWL captures a room-sized scene and recovers fine details on the jacket of the mannequin. (c) A statuette is placed behind a
translucent barrier and the reconstruction captures both the translucent surface as well as the 3D geometry of the statuette. (d) FWL scans a tungsten halide
light bulb while it is turned on. Although the emission spectrum of the bulb includes the 1550 nm wavelength used by the system, FWL reconstructs both the
lamp and the bulb itself. (e) A point cloud visualization of the scene in Figure 1. Captures for (b), (c), and (d) use a transmit power of 80 mW.
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