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Abstract

This paper provides several ways to decompose images which containing smoke/steam into the smoke/steam map and the background image and then apply the smoke/steam map to new images so that the new images will have smoke/steam effect in it. A different method is also posed to extract fog map from images taken under foggy condition and to composite the fog effect to new images.

1.  Introduction

Current vision algorithms assume that the radiance from a scene point reaches the observer without attenuation or alteration. Under this assumption, the brightness of an image point depends only on the brightness of a single point in the scene. However, it is well known from atmospheric physics that the atmosphere or gas, such as smoke/steam, scatters light energy radiating from scene points. The key characteristics of light, such as its intensity and color, are altered by its interactions with the atmosphere and other gaseous phenomena. These interactions can be broadly classified into three categories, namely, scattering, absorption and emission. Of these scattering due to suspended particles is the most pertinent to computational vision. 

Through studying the interaction between the light and the atmosphere, Nayar[1] [2] developed algorithms that recover complete depth maps of scenes without making assumptions about the properties of the scene points or the atmospheric conditions. Their techniques only required changes in weather conditions and accurate measurement of image irradiance. In this paper, based on some theories from Nayar[2]'s work, we provide a method which allows one to grab images that contain fog and then apply the foggy effects to new images.

Developing a visually convincing model of fire, smoke and other gaseous phenomena is among the most difficult and attractive problems in computer graphics. Any graphical model of a gaseous phenomenon must have three components: a representation of the gas, a model for its spatiotemporal behavior, and an illumination model to determine its appearance.  Some algorithms in rendering of gases involve first sample the density and the optical properties of the gas on a grid and then solve for illumination. Others involve the reformulation and solution of the advection-diffusion equation for densities composed of "warped blobs"[5]. Image-based rendering is a popular way to simulate a visually rich tele-presence or virtual reality experience. In this paper, instead of building a complete model for gaseous phenomena, such as smoke or steam, we use a collection of images to extract the "smoke/steam map", and then apply the extracted map to new images through the matting technique.

Matting and compositing are fundamental operations in graphics. In the matting process, a foreground element of arbitrary shape is extracted from a background image. In the compositing process, the foreground element is placed over a new background image, using the matte to hold out those parts of the new background that the foreground element obscures. Mathematically, the matting problem can be described as:

The color C that results from placing a foreground element with color F and matte Alpha over a background with color B is given by the Matting Equation [3], 

C = F + (1 - Alpha) * B                                                       (1)       

Where C is computed at each pixel, matte Alpha is used to represent both the coverage of a pixel by a foreground element, and the opacity of that element. .

Smith and Blinn [3] developed an algorithm to extract the matte by allowing the foreground object to be shot against two completely arbitrary backings as long as they differ everywhere. Zongker [4] generalized the traditional matting and compositing processes to get environment matting and compositing which is capable of capturing not just the foreground object and its traditional matte, but a description of how that object refracts and reflects light. The foreground object can then be placed in a new environment, where it will refract and reflect light from that scene. 

Starting from those results, this paper will provide several ways to extract a "smoke/steam map" from a collection of images, and composite it with new images such that the new composite images will have the smoke/steam effect in it. 

There are several problems with applying these techniques to decompose images containing fog, smoke/steam, and extract the fog, smoke/steam matte. One obvious hindrance is the smoke/steam has no fixed shape, it's hard to get more than two shots of the same fog, smoke/steam against two or more different backings. The other one is that if the scene is immersed in the fog, smoke/steam, the attenuation and scattering are highly related to the depth of the scene points. We provide different methods to deal with fog and smoke/steam. Section2 will demonstrate several ways to decompose images containing smoke/steam, while section3 will provide a method to extract fog effect from the image.

2. Smoke/Steam

In what follows, we will call the image of the backing alone the reference image, and the image of the foreground object in front of the backing the object image.

2.1 Assumptions

For images containing smoke/steam, we assume that the scenes, or the backings, are not immersed in the smoke/steam, they are behind it. So the absorption and scattering of the light travelling through the smoke/steam will not be affected by the depth of the scene points, they are defined by the density, depth and shape of the smoke/steam captured. We also assume that images, which containing the smoke/steam, against two different backings are available, and so are the images of the backings. The backings need not to be constant colors, they could be arbitrary colors as long as they are different everywhere.

2.2 Triangulation matting

We directly applied the method implied by theorem3 from Smith's [3] results with the assumption that the smoke/steam in the two object images are the same in terms of their shape and density.

2.3 Triangulation with changes in computing Alpha

In matting equation (1), we compute the Alpha the same way as in 2.2, but a pixel is considered Alpha > 0 if, for both object images, the intensity of the reference and corresponding object images differs by more than an amount. Since the smoke/steam shape in the two images couldn't be the same, by this way we wanted to extract the smoke/steam matte which satisfies both images. But it turned out that this method introduced extra noise to the composite image. 

2.4 Augmented matting equation

The Environment Matting Equation Zongker [4]  used are:

C = F + (1 - Alpha) x B + Phi

where Alpha describes coverage only. The foreground color F is used to characterize any emissive component that the foreground object may have and any reflections coming from light sources in the scene. The new structure Phi, the environment matte, represents the contribution of any light from the environment that reflects or refracts through the foreground element. The environment matte will capture any transmissive effects of the foreground element, in a manner independent of its coverage. In this paper, we simplifies Zongker's generalization by considering the following augmented matting equation:

C = F + ( 1 - Alpha) x B + Beta * B                (2)   

where Alpha, as in Zongker[4], describes coverage only, it's either 0 or 1. Since the smoke/steam usually diminishes gradually, its boundary is hard to tell. We don't have partial coverage. A pixel is considered covered, i.e. Alpha = 1, if for any object images, the intensity of the reference and corresponding object images differs by more than an amount. Beta is used to characterize how the light is absorbed and scattered while it travels through the smoke/steam. It's independent of the coverage, and it has one value for each pixel. In computation, we first get the Alpha for each pixel, then use the two pairs of images to calculate the F and Beta.

2.5 Augmented matting equation with changes

The matting equation we used is

C = F + (1 - Alpha) * B + Beta * Alpha * B          (3)

The computation is almost the same as 2.4, except only the covered pixels are considered for scattering and absorption.

2.6 A simple testing

We did some simple tests for the above methods, the testing results are in Fig 1.

The two object images contain very thin steam. It's shown from the results that the triangulation method gives the best results among all the four methods. Intuitively thinking, since we only consider the scene, which is completely behind the smoke/steam, we could consider the captured smoke/steam as any other foreground matte, such as a glass cup, and there is no reflection in steam. So using Alpha to describe both the coverage and the opacity could work. Triangulation with changes in computing Alpha introduces extra noise to the composite image. We wanted to pull out the steam map which satisfies both object images by this method. But the density of the steam is not uniformly distributed and the steam in two images is different. So some isolated uncovered areas occurs. All the composite images have extra red hues, especially in the images obtained by the augmented matting methods. I don’t quite know the reason except the captured steam appears thinner in the red background. And the noises at the bottom of the composite images are due to the white lines in red reference image. They have almost the same color as the steam. This implies that these methods require the backing colors be different from the foreground steam/smoke color. 

3 Fog

We treated fog differently from the smoke/steam since the scene usually is immersed in the fog. The attenuation of a beam of light as it travels through the fog causes scene radiance to decrease with pathlength. The airlight caused by the scattering of environmental illumination by particles in the atmosphere increases with pathlength, which therefore causes the apparent brightness of a scene point to increase with depth. We can't simply assume the depth of the scene point does not matter in this case. Nayar and Narasimhan[2] derived a color model for atmospheric scattering called the dichromatic atmospheric scattering model. It says that the color of a scene point under bad weather is a linear combination of the direct transmission color (background color seen on a clear day), and airlight color (fog color). Mathematically, it is

E = p * D + q * A                                          (4)

Where E is the observed color vector for a scene point P on a foggy day, unit vector D represents the direction of direct transmission color of P, unit vector A represent the direction of airlight color. And

p = (E00 * exp(- Beta * d)) / (d * d)             (5)

is the magnitude of direction transmission, and 

q = E00 * (1 – exp(- Beta * d))                     (6)

is the magnitude of airlight of P. And E00 is the horizon brightness, Beta is the scattering coefficient which does not depend on wavelength for fog, and d is the depth of the scene point.

Nayar etc. used this model to recover complete depth maps of scenes or the scene structures from a collect of images under bad weather and clear day. As we will show that, based on this model, we developed a method to extract the fog map and the background map from two images taken under different (unknown) atmospheric conditions, such as under a foggy day and a clear day, and then apply the foggy effect to new images. Notice that we could think of p as an attenuation factor of the background color D, and q as an emission factor of the airlight color A, which is in this case the foreground fog color.

3.1 Assumptions

First, we assume that the depth information about the scene points in the images is known. Second, we assume that the two images mentioned above contain a patch of sky or some black points.

3.2 Compute direction of airlight color A
Since sky and black points take on the color of airlight on a bad weather day, the direction of airlight (fog) color A can be simply computed by averaging a patch of the sky on a foggy day, or from scene points whose direct transmission color (background color under clear day) is black. After normalization, we obtain A. Nayar [2] actually provided a method that does not require either the sky or a clear day image, to compute the direction of airlight color.

3.3 Compute p and q
With the depth of the scene points being known, i.e. d is known for each pixel. We have

E = {(E00 * exp(- Beta *d)) / (d * d)} * D + E00 * (1 – exp(- Beta * d)) * A     (7)

Where E00 is observable if some part of sky is visible in the image, it's the brightest region of the image. In equation (7), E, D (normalized color vector for background image under a clear day), A, E00 and d are known or computed. Thus, we can get the scattering coefficient Beta for different depth value d.

3.4 Compositing

In the compositing process, we just apply equation (7) to a new image with the requirement that the depth information of the scene in the new image is known, where D is the color vector of each pixel in the new image. If the Beta for some depth value d does not exist in the foggy image, an interpolation could be used to get the Beta from known values.

4. Conclusion

In this paper, we demonstrate several ways to pull out the smoke/steam map from images containing smoke/steam and apply the smoke/steam effect to new images. Simple tests are provided to show their capability. But more tests on other different kinds of smoke/steam, such as smoke with colors, are needed to show if they really solve the problem. 

We don’t implement the method on extracting the fog to do any experiments. Tests are needed to show its ability in extracting the fog map and applying the foggy effect to new images such that the attenuation and airlight effect of the fog on the light can be shown on the composite images. Extra work could be needed to refine it, such as computing the E00 instead of using the observed value, how to deal with compositing the blue clear sky to make it look like overcast, etc. 
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Fig1  (a) Steam against two different backgrounds. (b) New images. (c) Composite images by triangulation matting. (d) Composite images by triangulation matting with changes. (e) Composite images by augmented matting equation. (f) Composite images by augmented matting equation with changes.
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