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ABSTRACT

A new methodology is presented for the computation of global illumination
using structured sampling. Analytical/numerical solutions for illumination are
developed for simple lighting configurations. These solutions are subsequently
used to generate accurate reference images. The structured sampling solution for
global illumination is then discussed, comprising sample placement for illumina-
tion calculation, reconstruction for light transfer and finally resampling and filter-
ing of illumination samples for display. A first approximation to this technique
is presented using a priori placement of samples, irregular polygon reflectors,
grid resampling and a conical filter for display. The new algorithm is evaluated
for image quality, and compared to the traditional radiosity-based approach.
These first results show that the structured sampling solution yields significant
computational savings while maintaining high image quality.

1. Goals of the Approach
The calculation of global illumination is inherently complex, even for environments that are sim-
ple in terms of geometry and reflectance properties. The physical laws governing illumination
are described by integrals that can become extremely difficult to compute depending on geometri-
cal configuration, light source type and surface properties. For reflection and refraction, the solu-
tion of a complex system of high-dimensional integral equations is required.

In computer graphics global illumination algorithms, a simulation of lighting phenomena is
required so that visually satisfying realistic images can be synthesized. To achieve this goal,
several simplifying assumptions have been made in previous work. The most common (e.g.
[Zatz93, ChFe90]) is the subdivision of the environment into small diffuse-reflector pieces, in
which constant luminosity (or radiosity) is assumed. This subdivision is done ‘‘blindly’’, or with
adaptive methods that refine the level of subdivision based on the output of the already discre-
tised environment [NiNa85]. The actual behaviour of the light-transfer functions, even for the
simple special cases considered, is not studied, and not incorporated into the subdivision criteria.
In addition the structure of the scene geometry, the viewing parameters, light source properties
etc. are also ignored.

In most previous approaches, light is deposited onto samples of equal luminosity, in the
form of luminosity values. To simulate the light transfer process, a subsequent reconstruction
step is required to retrieve the light function from the segments of equal luminosity (elements).
The most commonly used reconstruction is to shoot from an emitter (patch) using a straight
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average ([ChFe92, GrCT86]) of the samples on which illumination is placed (elements). Even
though some work has been done to achieve intelligent reconstruction (e.g. [(null)]) again the
adaptivity criteria are based on the discrete samples and not on light function behaviour or scene
properties. In addition, most calculations are performed in object space without consideration of
the viewing and imaging parameters.

In general, computing an exact solution for any environment of moderate complexity is not
feasible. To be able to assess image quality of global illumination approximations, ‘‘converged’’
images are usually taken as the ‘‘correct’’ solution, and used as a quality measure. These images
can sometimes contain significant errors, and therefore are not always reliable as a quality meas-
ure. To allow for more concrete measures of comparison, simpler environments are considered in
which a combination of analytical solution and numerical quadrature can be used, to compute
exactly correct luminance values, within reasonable time constraints. By carefully examining
these simple cases, more concrete understanding of luminance function behaviours can be
achieved. This understanding will be used in global illumination approximations as shall be
shown later.

The ideas behind structured, or structure-directed, sampling were presented by the authors
in [DrFi91]. An implementation of parts of the process will be presented here. In essence, the
solution utilises the properties of illumination functions to guide sampling for display and light
transfer. The experiments show that the new solution results in high-quality images at a lower
cost than the corresponding radiosity-based approaches. The simple environments used allow
careful comparisons with the exact solution, giving significant insight into the sampling rates
used in the admittedly complex calculations of the radiosity-based approaches. A test containing
a moderately complex environment is presented, indicating that the algorithm presented can be
applied to real environments with significant benefit.

2. Analysis of Simple Diffuse Environments
To allow the computation of exact images for simple configurations it is necessary to formulate
the equations for direct illumination and ‘‘one-bounce’’ reflection.

2.1. Direct Illumination

Direct or primary illumination is simpler to study since it involves only the calculation of the
luminance due to light originating from the light source, reflecting off a visible surface and finally
reaching to the eye. The luminance l ′(r

h
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h
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For the configuration shown in Figure 1, where light source LS has luminance lLS(r

h
0), and the
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surface S has reflectivity ρS ′′ (r
h

0 ,r
h

1), the luminance in direction r
h

eye, from the surface differential
area dA, due to the light source LS, is given:
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where dω is as shown in Figure 1. This is a general equation that makes no limiting assumptions
about the nature of the reflectance (encapsulated in ρA ′′ (r

h
0, r
h

1)) or the light source behaviour
(described by lLS ′(r

h
0)). For a perfectly diffuse light source LS and a perfectly diffuse reflector S,

source luminance and surface reflectivity become simple constants lLS and ρS , and if R 0 is the
distance between dA and dσ, Eq. (1) simplifies to:
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ρAhhh
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= lLS ρA FdA −LS (2)

The quantity FdA −LS is termed the form-factor between the differential surface element dA and
the source LS.

2.1.1. Solving for Simple Light Source Geometries

In the general case, Eq. (2) is a complicated function that does not usually have an closed form
solution. This complexity is due to the inherent difficulty of finding the domain of integration,
and applying a suitable transformation to allow computation of the cosines. For certain specific
geometries and types of light sources, analytical solutions to FdA −LS exist (see
[Moon36, SiHo72, Dret91]).
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One such example is an arbitrary planar polygonal light source with n sides. For the
polygon shown in Figure 2, the analytical solution for FdA −LS is:

FdA−LS =
2
1hh

i =0
Σ
n

γi cosδi (3)

The angle γi is defined by the lines connecting the point P and the vertices vi , vi +1 of the polygon,
and δi is the angle between the normal n

h
to the plane defined by these lines and the normal at P,

at the centre of dA. Because the derivation is based on Stokes theorem, the only limitation is that
the polygonal light sources have no holes.

2.2. Mathematical Formulation of One-Bounce Reflection

The configuration now considered is that of a single, constant luminosity, diffuse light source LS,
placed on a plane parallel and directly opposing receiver A, and a parallel receiver B that receives
no light directly from LS (see again Figure 1). From the previous section, and ignoring the
interaction from B to A, the luminance on visible points on B will be determined.
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One way of viewing this calculation for each visible point on B is as if the receiver A is a
light source. In this case the value of the luminance function lA(r

h
1) varies over the surface A, in

the manner described by Eq. (2). The luminance lB(r
h
′eye) at point M on surface B is given by the

following expression (note that R 1 , the distance between dA and M, is a function of the position
of dA):

lB(r
h
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Using Eq. (2), Eq. (4) becomes:
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The above equation entails a single integration over the surface of receiver A, assuming that
there is an analytical expression for the term FdA −LS . To give an indication of the complexity
involved for such a computation, Eq. (5) is the final expression for a rectangular light source.
Briefly, n

h
A ,b

h
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h
s are the normals at A, B and the light source, r

h
A −B ,r

h
B −A are unit vectors between

the visible point on B and the point (x,y) on A, and s
h

i is a vector from vertex i of the source to
(x,y). For details and the derivation, see [Dret91]. The luminance at a visible point on B is given
as follows:
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2.3. Accurate Numerical Solution

To allow the use of a numerical solution for the computation, the integral in Eq. (5) is given to an
adaptive quadrature routine, written in FORTRAN, taken from the netlib library. Even though it
is a complicated function, it is tractable for medium resolution images†.

Test scenes have the configuration of Figure 1. The renderer applies the direct illumination
equations (Eq. (2) and (3)) for the visible pixels of A, resulting in exact analytical values. For the
tertiary reflector B the scan-converter first finds the appropriate light-source and the appropriate
secondary reflector. All values are transformed into the suitable space so that Eq. (5) can be
applied, and the numerical integrator (a Gaussian quadrature) is invoked to any desired accuracy.
This calculation is performed for each visible pixel on B.

An example of an image computed with this method is shown in Image 1, which
corresponds to the environment presented in Figure 1. From now on this will be referred to the
‘‘simple’’ environment.

3. Structured Sampling: a First Approach
As discussed in detail in [DrFi91] the basis of structured sampling is the recognition of the pro-
perties (structure) of light in a scene and their subsequent utilisation in computing illumination.

hhhhhhhhhhhhhhhh
† An average 200x200 resolution image takes 10 minutes to compute. All computation times reported are on an

SGI Iris 4D/35 workstation.
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3.1. Fundamental Concepts

The basic tenet of the approach is that in diffuse environments, luminance functions across sur-
faces are very smooth (with the exception of shadow boundaries), and therefore the number of
samples required to reconstruct the luminance is small. Taking this assumption as a starting
point, there are three main actions that need to be performed to calculate illumination in a scene
and generate a realistic synthesized image.

Selection and tagging of illumination samples. Illumination samples are associated with the ori-
ginal given geometry. Three things are worth noting here. First, scene structure, such as
geometry variation, shadow boundaries and viewing parameters can be used to determine the
density and positioning of these samples. Second, this sampling can change adaptively as the
requirements of illumination become more apparent. Third, the samples are directly related to
the resampling for display described below. This ties in with the concept of ‘‘tagged samples’’
introduced in the earlier paper [DrFi91]. A tagged sample contains information indicating
whether it is in shadow, or it is in an area with smoothly varying illumination, or it was placed
due to viewing parameter constraints etc.

Reconstruction for light-transfer. Some of the samples that have been previously selected are
used to propagate light. A shooting paradigm is used, similar to that of the progressive
refinement radiosity-based technique [ChSD93]. Depending on the requirements and variation of
the illumination functions, varying degrees and quality of interpolation can be used to achieve the
desired result. If for example a collection of samples have extremely smooth variation, and the
geometry is suitable, simple averaging may be sufficient. For more complex variation, linear or
higher order approximations may be required.

Resampling and filtering for display. The samples that have been selected contain values, exact
or approximate, of the luminance at a certain point in space. The original geometric primitives
must then be rendered using this information. In the radiosity-based algorithms the radiosity is
computed at vertices [GrCT86] or at centres [Zatz93] of polygons and therefore there is a direct
relationship between illumination samples and geometry. For structured sampling, the samples
are chosen to match the variation of illumination, they are irregular and sparse and do not
correspond directly to geometry. To render the primitives, a resampling is required, mapping the
illumination back to the original geometric primitives. This method is especially beneficial when
graphics hardware is used and therefore displaying numerous primitives is cheap compared to the
illumination calculations.

The essence of the approach is to direct sampling and reconstruction based on the study and
analysis of illumination function behaviour. Using isolux contours to guide sample placement
and light transfer reconstruction, sampling rates are significantly reduced. In addition, using
resampling and filtering for display enhances image quality without adding light-transfer calcula-
tions. Further work on selecting appropriate filters will also be guided by the study of light func-
tion variation.

3.2. A First Approach to Structured Sampling

In what follows a first structured sampling solution is presented. This is not yet a complete new
algorithm: the main purpose of this presentation is to discuss the encouraging first results of
experiments. The use of controlled and simple environments facilitates careful evaluation of the
proposed solutions.

Sample selection. In this paper samples are placed in a preprocessing step by the user, using an
interactive sample editor built into a global illumination testbed. Even though automatic place-
ment has not yet been achieved, the guidelines used to interactively place samples will be
presented, since they will become the basis for such an algorithm.
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The illumination samples associated with a surface can be of two kinds. Display samples
are used only for display, and are collectors of illumination. Light transfer samples also serve as
collectors, but are grouped with several other samples to form secondary emitters. The purpose
of the grouping is to form surfaces that correspond to areas of equal or almost equal luminosity.
The placement of these samples is based on the properties of the light sources and shadow
regions.

To assist in this selection lower resolution colour images can be used to identify the areas
with almost equal illumination. Consider the environment shown in Image 1, that corresponds to
Figure 1. This image has been computed using the analytical/numerical technique previously
described. Figures 3(a) and 3(b) show the variation of illumination with 8-bit colour resolution
instead of 24-bit, across surfaces A and B. In each of these Figures the viewpoint is exactly above
the centre of each surface. The regions of almost equal illumination (‘‘isolux’’ from now on) can
easily be seen.

(a) (b)
Figure 3: Isolux Contouring

Samples are now placed to correspond with the curvature of these contours. Depending on
the requirements for further propagation, some of these samples are connected together to form
(usually coarse) approximations of the ‘‘isolux’’ areas. Display samples can be selected in a
‘‘view-dependent’’ manner, so that the regions that are larger in the final image have higher sam-
ple density. The samples selected and the secondary emitter polygons created for the scene
shown in Image 1, are shown in Fig 4(a). These are coarse approximations of the contours in Fig-
ures 3(a) and 3(b).

Shadow boundaries are treated in a similar manner. Samples are placed across the umbra
and penumbra regions with varying density. The emitters need not contain many samples, espe-
cially in the case of the shadowed regions, since these do not contribute much to scene illumina-
tion. Figure 5 shows structured samples corresponding to Image 4.

Even though this selection process assumes knowledge that does not exist prior to a global
illumination solution, it offers significant insight into how automatic sample placement algo-
rithms will be created. By carefully studying common light-source types and configuration, iso-
lux contours can be computed exactly or approximately. Shadow boundary calculations, at vary-
ing levels of granularity, can also be used. As mentioned previously, samples will maintain
information about the reason for their selection, becoming intelligent or ‘‘tagged’’ samples. This
information can be used both for light-transfer as well as resampling and filtering.

Light-transfer reconstruction. As mentioned before, some samples have been collected into
secondary emitter polygons representing ‘‘isolux’’ regions (these are the polygons shown in Fig-
ure 4(a) and Figure 5). For direct illumination, light is shot from the light sources to the samples,
and exact luminance values are stored using the analytic formulas (Eq. (2) and (3)). Thus exact
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Figure 4: Structured Sampling Samples and Resampling Grid

samples of the luminance function defined over a surface are stored at points carefully selected to
correspond well to the illumination variation. For secondary light, the values at the vertices of
each polygon are averaged, and the light is shot from the polygon corresponding to the region to
the display samples, again using Eqs. (2) and (3). The shape of these polygons is based on the
isolux contours. As a result this approximation is much more accurate than the regular patch sub-
division, since the constant luminosity polygons correspond closely to regions that have almost
constant luminosity as a result of the light function properties.

For more complex environments, shooting will continue until unshot light power has
dropped below a preset threshold. At each step, the polygon with the highest power is selected.
In future work, occlusion will be computed during sample placement (since shadowed regioned
will have been identified), and samples will carry a tag indicating their occluded or visible status.
For now, a simple ray-casting scheme is used, for demonstration purposes. When a secondary
emitter polygon with vertices v 0,

. . . ,vn shoots light, a ray is cast from each vi to every display
sample in the environment, and the result at each display sample is weighted based on the ray
intersection count.

Resampling and filtering for display. To incorporate the information contained in the display and
light transfer samples for the final image generation, a grid resampling technique is used. A grid
is placed over the surface to be rendered that contains the samples, the sparse irregular samples
are then filtered to the grid vertices, and the polygons subsequently rendered. An example grid is
shown in Figure 4(b), used for the samples of Figure 4(a).

To assign a luminance value to each vertex on the grid, the sparse irregular samples within
a certain radius r of each grid point are filtered using a simple conical filter. Assume that the
grid point is at (u,v), and there are n samples Si ,i=1, . . . n at corresponding positions (ui ,vi), and
di = √dddddddddd(u −ui)

2 +(v−vi)
2 < r is the distance from the grid point to each sample Si . If the luminance

at each sample Si is Li then the luminance value, Luv, at grid point (u,v) is given as follows:

Luv =

i =0
Σ
n

di

i =0
Σ
n

(1−
r

dihhh)Li

hhhhhhhhhhh

It is evident that when ‘‘tagged samples’’ are used, different weights or kernels can be used,
depending on whether the samples represent discontinuities such as shadows, or areas in which
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smoothing is appropriate. For example if a set of samples are tagged as shadow boundaries, non-
linear or adaptive filters can be used to produce the desired effect. The current conical filter is a
starting point, simply showing the feasibility of the resampling approach. Better filters, with
radial characteristics are being designed that are better adapted to the properties of isolux con-
tours. In particular, the shadow boundaries resulting from the conical filter are not of very high
quality, since the filtering results in excessive blurring.

The algorithm just described is not a full solution. However, the implementation and exper-
iments presented in the following section show very encouraging first results that confirm the
choices made.

4. Experiments and Comparative Analysis
The goal of the experiments is to determine the quality of the new algorithm and show that the
sampling rates required are significantly reduced. In addition a comparison with traditional
radiosity-based solutions is performed.

Image 1: Simple Environment Computed with Analytical/Numerical

Image 2: Structured Solution Image 3: Radiosity-based Solution



- 9 -

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
Simple Case Scene Parametersiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Resolution 200x200 Light Source Area 9
Aspect Ratio 2.2 Light Source Power (r=g=b) 12
Offset of LS 1.2 Area of A, B 25iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiicc

c
c
c
c

c
c
c
c

c
c
c
c

c
c
c
c

cc
c
c
c
c

Table 1: Simple Case Scene Parameters

4.1. Simple Case Experiments

The first experiments are of the environment previously described in Section 2.3. The parameters
of the scene are listed in Table 1. In Image 1, the exact solution was shown, calculated with the
analytical/numerical solution. The structured solution was computed using the structured samples
shown in Figure 4(a), based on the isolux contouring in Figure 3(a) and (b). The structured solu-
tion image is shown in Image 2. Image 3 shows the image computed using the ray-traced form-
factor solution (Scene 1 in Table 2). Results from four runs of the ray-traced form-factor solution
(Scenes 1-4) are presented in which different parameters are varied.

Image quality can be measured in a number of ways, and the error metric can be weighted
to be sensitive to different types of errors. The metric used here is an pixel-by-pixel absolute
difference of the the approximate image from the reference image. Only pixels corresponding to
visible points are taken into consideration. The percentage of pixels with an absolute difference
greater than a certain tolerance τ is taken as the error of the approximation image.
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Structured Sampling Ray-Traced Form-Factor Solutioniiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
Scene 1 Scene 2 Scene 3 Scene 4iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Polys (A) 4 # of Patches (A) 4 4 4 4
Samples on A 48 Total Samps. (A) 100 64 64 64
Samples (B) 10 # Elem. Vert. (B) 36 36 16 9

Samps. on Source 400 400 400 400
Samps./Patch (A) 16 16 16 16iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

% > 10% err (B) 0.02 0.00 0.02 0.92 2.92
% > 10% err (A) 1.52 0.53 2.54 2.54 2.54iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
Time (LS → A) 0.02 0.97 0.69 0.69 0.69
Time (A → B) 0.01 0.06 0.05 0.04 0.03iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
Time Total (sec) 0.03 1.03 0.74 0.88 0.68iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiicc

c
c
c
c
c
c
c
c
c
c
c
c
c
c

c
c
c
c
c
c
c
c
c
c
c
c
c
c

cc
c
c
c
c
c
c
c
c
c
c
c
c
c
c

c
c
c
c
c
c
c
c
c
c
c
c
c
c

c
c
c
c
c
c
c
c
c
c
c
c
c
c

c
c
c
c
c
c
c
c
c
c
c
c
c
c

c
c
c
c
c
c
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c
c
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c
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Table 2: Results for Rectangular Light Source

In Table 2, the results of the experiments in quality and speed are listed, in terms of the rela-
tive sampling rates. These results are indicators of general behaviour of diffuse functions and
lighting situations. The controlled environment, and the benefit of an analytical solution allows
trustworthy and concrete conclusions to be reached. The structured solution results in three main
benefits:

Reduction in the number of display samples. To achieve less than 2% error on surface A, (τ =
10%), 48 structured samples are required for the structured solution, while a total of 100 element
vertices are needed for the radiosity-based approach (Scene 1). If the ray-traced solution uses
only 64 elements, the error is somewhat larger (2.54% in Scene 2), than the corresponding struc-
tured approach result. This reduction in required number of samples is due to the fact that display
samples are placed based on variation of illumination, following the isolux contours.

Significant speedup. As a result of the reduction in the required number of samples, the struc-
tured solution outperforms the radiosity-based approach in terms of speed. The secondary
reflection is 5-6 faster than the corresponding radiosity-based solutions, while the total varies
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from 24-34 times, although this is dependent on the sampling rate of the light source†.

Reduction in samples required for light transfer. The use of isolux region approximations as con-
stant luminosity polygons, allows equivalent quality light-transfer to be performed at a lower
cost. The total required number of samples on surface B for less than 1% error, is 10 for the
structured solution. Keeping all other parameters constant, in Scene 3, the radiosity-based solu-
tion requires 16 element vertices (samples) on B to achieve the same quality. If this is reduced to
9 element vertices the error reaches 2.2% (Scene 4).

4.2. Moderate-Complexity Scenes

As discussed above, simple scenes give valuable insight due to their simplicity and the existence
of exact solutions. However, it is also beneficial to examine moderate complexity scenes to
evaluate possible performance gains from new solutions. The advantage of having the exact solu-
tion is lost yielding results that are less concrete, since numerous other parameters have been
introduced. They do however give a sense of feasibility of the structured method.

Figure 5: Structured Samples, Secondary Emitters for Moderate Geometry Scene

Such a scene (computed using the parameters listed in Table 3 as ‘‘Converged’’, with the
ray-traced form-factor solution), is shown in Image 4. This image is used for evaluation pur-
poses. A relatively good quality structured solution is shown in Image 5, while the structured
samples are shown in Figure 5. A image that has similar computational requirements using the
ray-traced form-factors is shown in Image 6. The results for this run are listed in Table 3 in the
‘‘Same speed’’ column. A second ray-traced form-factor solution is run that results in equivalent
image quality, listed in the ‘‘Same quality’’ column. The error tolerance τ for all tests was set to
15%.

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
Structured Approach Same speed Same quality Convergediiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Error (>15%) 23.00% 41.48% 23.30% -
Computation Time 02:30 03:20 08:11 1:10:00
# Samples (floor) 194 225 400 4225
# Samples (walls) 493 720 900 12500iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiicc

c
c
c
c
c

cc
c
c
c
c
c

cc
c
c
c
c
c

cc
c
c
c
c
c

cc
c
c
c
c
c

cc
c
c
c
c
c

Table 3: Moderate Complexity Scene Results
hhhhhhhhhhhhhhhh

† In this particular unoccluded case, the exact solution could also have been used for the light source shot in the
ray-traced form-factor solution.
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Table 3 shows that the ray-traced form-factor solution requiring the same computation time
results in approximately double error rate. The illumination levels in Image 5 for the structured
solution are much closer to those in the converged solution (Image 4), than the radiosity-based
solution (Image 6). This is particularly evident on the ceiling. The ray-traced form factor solu-
tion that achieves the same quality requires almost quadruple computation time, and significantly
more sample points on walls and floor. In addition, despite the lower number of samples, ele-
ment gridding can be seen in the radiosity-based solution, while the filtering in the structured
solution results in a much smoother overall image.

These results must be taken only as a first indication, since a full structured solution will not
require ray-casting for occlusion, and will incorporate different filters for display. When com-
pleted, much improved results are expected from the structured approach.

5. Summary, Conclusions and Future Prospects.
In this paper a first concrete approach to structured sampling is presented. The use of simple
environments in which exact solutions can be used for evaluation purposes is advocated. Such
cases are presented and exact solutions derived, using analytical solutions for light sources and
numerical quadrature for reflection. The structured sampling concepts are presented and a first
partial implementation of the methods proposed is described. Experiments involving simple
environments that allow careful evaluation, and moderately complex scenes that indicate feasibil-
ity are presented, with images and quality/computation time statistics.

The first results presented here are very encouraging. Computation time and sample
requirements are significantly reduced. Careful evaluation of simple environments show the
importance of the following new techniques: separation of samples into those used for display
and those used for light-transfer, use of better reconstruction for light transfer, in this case by
using isolux region and shadow boundary information and resampling and filtering for display
that allows some of the cost of generating high-quality images to be performed by image-
processing techniques. In addition, the moderate complexity environments, even without a full
occlusion solution, show encouraging sampling, quality and speed benefits.

The possibilities for future work are numerous. For sample placement, shadow boundary
techniques and corresponding sample ‘‘tagging’’ as well as automatic calculation of ‘‘isolux’’
contours are currently being investigated. The use of view-specific information (for display sam-
ples), and adaptive techniques for secondary lighting will also be investigated. For light-transfer
reconstruction, further research will include evaluation of the quality required for reconstruction.
For resampling and filtering for display the emphasis will be on design and evaluation of
appropriate filters and sampling rates, as well as use of other filter types when displaying tagged
samples. Occlusion is an important issue and involves all three stages. Adaptive techniques must
be used, and the use of different reconstruction in light-transfer may alleviate part of the problem.
Finally the use of special filters for display to enhance desired effects can be used to in the place
of accurate occlusion calculation.
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Image 4: Moderate Complexity Converged Image

Image 5: Structured Sampling Solution for Moderate Complexity Scene

Image 6: Radiosity-Based Solution for Moderate Complexity Scene
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