Topic 6:

3D Transformations

• Homogeneous coordinates in 3D
• Homogeneous 3D Transformations

Some slides courtesy of Wolfgang Hürst, Kyros Kutulakos
Some figures courtesy of Peter Shirley,
Representing Points by Euclidean 3D Coords

\[ \overrightarrow{P} = \begin{bmatrix} x \\ y \\ z \end{bmatrix} \]

"Standard" (Euclidean) representation of a point \( \overrightarrow{P} \):

\[ \overrightarrow{P} = x[\hat{i}] + y[\hat{j}] + z[\hat{k}] = \begin{bmatrix} x \\ y \\ z \end{bmatrix} \]

basis vectors

Euclidean coordinates
Euclidean Coords $\Rightarrow$ Homogeneous Coords

"Standard" (Euclidean) representation of a point $\overline{P}$:

$$\overline{P} = x \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} + y \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} + z \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} x \\ y \\ z \end{bmatrix}$$

Homogeneous (a.k.a. Projective) representation of $\overline{P}$

Converting from homogeneous to Euclidean 3D coords:

$$\begin{bmatrix} \frac{x}{w} \\ \frac{y}{w} \\ \frac{z}{w} \end{bmatrix} \rightarrow \begin{bmatrix} x \\ y \\ z \end{bmatrix}$$

3D coordinates $\rightarrow$ homogeneous 3D coordinates $\forall \neq 0$
Points at $\infty$ in Homogeneous Coordinates

- A point at infinity does not represent a physical location on the plane.
- It represents a direction.

$$\overline{P_\infty} = \begin{bmatrix} x \\ y \\ z \\ 0 \end{bmatrix}$$

Last word zero $\Rightarrow$

Point is at $\infty$
Plane Equation in Homogeneous Coordinates

- The equation of a plane
  \[ ax + by + cz + d = 0 \]

- In homogeneous coordinates
  \[
  \begin{bmatrix}
  a & b & c & d
  \end{bmatrix}
  \begin{bmatrix}
  x \\
  y \\
  z \\
  1
  \end{bmatrix} = 0
  \]

  plane (bords)
  (homogeneous vector)
  point
  words

\[ \vec{n} \] is determined by the normal vector \( \vec{a} \).
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Affine Transformations in 3D

The matrix $H$ represents a very general set of transformations.

- General linear (preserve planes)
- Affine (preserve parallelism)

The matrix $H$ now takes a more restricted form!
Affine Transformations: Basic Properties

3. Affine transforms preserve the value of the last homogeneous coordinate

\[
\begin{bmatrix}
A & \vec{t} \\
\vec{0} & 1
\end{bmatrix}
\begin{bmatrix}
\frac{x}{1} \\
\frac{y}{1}
\end{bmatrix} =
\begin{bmatrix}
A\left[\frac{x}{1}\right] + \vec{t} \\
\vec{0}
\end{bmatrix} + 1
\begin{bmatrix}
\frac{t_x}{1} \\
\frac{t_y}{1}
\end{bmatrix} =
\begin{bmatrix}
A[\frac{x}{1}] + \vec{t} \\
\vec{0}
\end{bmatrix} + 1
\begin{bmatrix}
\frac{t_x}{1} \\
\frac{t_y}{1}
\end{bmatrix}.
\]
From Affine to Rigid Transformations

Affine: $\begin{bmatrix} A & \mathbf{t} \\ 0 & 0 & 0 & 1 \end{bmatrix}$

- Arbitrary shearing
- General scaling
- Uniform scaling
- Reflection
- Translation
- Rotation

General linear (preserve lines)

Conformal (preserve angles)
Rigid Transformations: Rotations in 3D

Initial

Transformed

Rotation about z-axis

does not affect z-words.

\[
A = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{bmatrix} = \begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
**Elementary Rotations in 3D**

Rotation by $\theta$ about $x$ axis:

$$H_x = \begin{bmatrix} A_x & 0 \\
0 & 1 \end{bmatrix}$$

$$A_x = \begin{bmatrix} 1 & 0 & 0 \\
0 & \cos\theta & \sin\theta \\
0 & -\sin\theta & \cos\theta \end{bmatrix}$$

Rotation by $\theta$ about $y$ axis:

$$H_y = \begin{bmatrix} A_y & 0 \\
0 & 1 \end{bmatrix}$$

$$A_y = \begin{bmatrix} \cos\theta & 0 & \sin\theta \\
0 & 1 & 0 \\
-\sin\theta & 0 & \cos\theta \end{bmatrix}$$

Rotation by $\theta$ about $z$ axis:

$$H_z = \begin{bmatrix} A_z & 0 \\
0 & 1 \end{bmatrix}$$

$$A_z = \begin{bmatrix} \cos\theta & -\sin\theta & 0 \\
\sin\theta & \cos\theta & 0 \\
0 & 0 & 1 \end{bmatrix}$$
Rotation About Arbitrary Vector?

**Question:** How do we define $A$ when it is a rotation about an arbitrary vector $\mathbf{v}$?

**Answer:** Express in terms of rotations about $z$ and $x$.

Rotation by $\theta$ about $x$ axis:

$$H_x = \begin{bmatrix} A_x & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad A_x = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \end{bmatrix}$$

Rotation by $\theta$ about $y$ axis:

$$H_y = \begin{bmatrix} A_y & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad A_y = \begin{bmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{bmatrix}$$

Rotation by $\theta$ about $z$ axis:

$$H_z = \begin{bmatrix} A_z & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad A_z = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}$$
Question: How do we define \( A \) when it is a rotation of \( \Phi \) about an arbitrary vector \( \vec{v} \)?

Basic idea: Since we know how to do rotations about \( \hat{z} \), we will do the following:

1. Align \( \vec{v} \) with the \( \hat{z} \)-axis "temporarily"
2. Rotate about \( \frac{\Phi}{2} \) by an angle \( \Phi \)
3. "Undo" the alignment of \( \vec{v} \) and \( \hat{z} \)-axis

Ans: Express it as a composition of the three elementary matrices \( A_x, A_y, A_z \)
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Perspective

Goal: create 2D images of 3D scenes

Standard approach: linear perspective, i.e. straight lines in the scene become straight lines in the image (in contrast to, e.g., fisheye views)

Two important distinctions:
- parallel projection
- perspective projection
The Pinhole Camera
The Pinhole Camera: Basic Geometry in 2D

We will only consider the idealized pinhole model here (a.k.a. perspective projection)

Simplification #1: Take plane-to-pinhole distance = f
Simplification #2: "Undo" image reversal by placing viewing plane in front of pinhole
Parallel Projection

*Parallel projection:* Maps 3D points to 2D by moving them along a projection direction until they hit an image plane

- image plane perpendicular to viewing direction: **orthographic**
- otherwise: **oblique**
- (note: other definitions exist)

**Characteristics:**
- keep parallel lines parallel
- preserve size and shape of planar objects
Perspective projection

*Perspective projection:* Maps 3D points to 2D by projecting them along lines that pass through a single *viewpoint* until they hit an *image plane*.

- Distinction between oblique and non-oblique based on projection direction at the center of the image.

Characteristics:
- Objects farther from the viewpoint naturally become smaller.
Parallel vs Perspective projection

- Parallel: usage in mechanical and architectural drawings
- Perspective projection: more natural and realistic

How to get 3D objects perspectively correct on 2D screen?

Note: usually your API takes care of most of this, but it’s good to know what’s going on behind those function calls (esp. when debugging your code)
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Perspective projection

How to get 3D objects perspectively correct on 2D screen?

This task is best solved by splitting it in subtasks that in turn can be solved by matrix multiplication.

Let’s start with what we got ...
World space

- Our 3D scene is given in world space, i.e. linear combinations of the base vectors $\vec{x}$, $\vec{y}$, and $\vec{z}$.

- Given an arbitrary camera position, we want to display our 3D world in a 2D image using perspective projection.
Camera position

The camera position is specified by:

- the eye vector $\vec{e}$ (it’s location)
- the gaze vector $\vec{g}$ (it’s direction)
- the image plane (via it’s field of view (FOV) and distance from $\vec{e}$)
View frustum

The view frustum (aka view volume) specifies everything that the camera can see. It’s defined by

- the left plane $l$
- the right plane $r$
- the top plane $t$
- the bottom plane $b$
- the near plane $n$
- the far plane $f$

For now, we assume wireframe models that are completely within the view frustum
Camera transformation

Hmm, it would be much easier if the camera were at the origin . . .

We can do that by moving from world space coordinates to camera space coordinates.

This is just a simple matrix multiplication (cf. later).
Camera transformation

Per convention, we look into the direction of the negative $Z$-axis.
Orthographic projection

Hmm, it would be much easier if we could do parallel projection . . .

We can do that by transforming the view frustum to the orthographic view volume.

Again, this is just a matrix multiplication (but this time, it’s not that simple, cf. later).
The canonical view volume

Hmm, it would be much easier if our values were between -1 and 1 . . .

We can do that by transforming the orthographic view volume to the canonical view volume.

Again, this is just a (simple) matrix multiplication (cf. later).
Viewport or windowing transform

Now all that’s left is a parallel projection along the Z-axis (every easy) and ...
Viewport or windowing transform

... a windowing transformation in order to display the square \([-1, 1]^2\) onto an \(n_x \times n_y\) image.

Again, these are just some (simple) matrix multiplications (cf. later).
Graphics pipeline (part 1)

Notice that every step in this sequence can be represented by a matrix operation, so the whole process can be applied by performing a single matrix operation! (well, almost . . .)

We call this sequence a graphics pipeline = a special software or hardware subsystem that efficiently draws 3D primitives in perspective.
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Let’s start with the easier stuff, e.g.

**Windowing transformation**
(aka *viewport transformation*)

How do we get the data from the canonical view volume to the screen?
The canonical view volume is a $2 \times 2 \times 2$ box, centered at the origin.

The view frustum is transformed to this box (and the objects within the view frustum undergo the same transformation).

Vertices in the canonical view volume are orthographically projected onto an $n_x \times n_y$ image.
Mapping the canonical view volume

We need to map the square \([-1, 1]^2\) onto a rectangle \([0, n_x] \times [0, n_y]\).

The following matrix takes care of that:

\[
\begin{pmatrix}
\frac{n_x}{2} & 0 & \frac{n_x}{2} \\
0 & \frac{n_y}{2} & \frac{n_y}{2} \\
0 & 0 & 1
\end{pmatrix}
\]
Mapping the canonical view volume

In practice, pixels represent unit squares centered at integer coordinates, so we actually have to map to the rectangle $[-\frac{1}{2}, n_x - \frac{1}{2}] \times [-\frac{1}{2}, n_y - \frac{1}{2}]$.

Hence, our matrix becomes:

$$
\begin{pmatrix}
\frac{n_x}{2} & 0 & \frac{n_x}{2} - \frac{1}{2} \\
0 & \frac{n_y}{2} & \frac{n_y}{2} - \frac{1}{2} \\
0 & 0 & 1
\end{pmatrix}
$$
Mapping the canonical view volume

Notice that we did orthographic projection by "throwing away" the $z$-coordinate.

But since we want to combine all matrices in the end, we need a $4 \times 4$ matrix, so we add a row and column that "doesn’t change $z$".

Our final matrix for the windowing or viewport transformation is

$$M_{vp} = \begin{pmatrix}
\frac{n_x}{2} & 0 & 0 & \frac{n_x}{2} - \frac{1}{2} \\
0 & \frac{n_y}{2} & 0 & \frac{n_y}{2} - \frac{1}{2} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}$$
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Overview

Hence, our last step will be

\[
\begin{pmatrix}
  x_{screen} \\
  y_{screen} \\
  z_{canonical}
\end{pmatrix}
= M_{vp}
\begin{pmatrix}
  x_{canonical} \\
  y_{canonical} \\
  z_{canonical}
\end{pmatrix}
\]

Ok, now let's work our way up:

How do we get the data from the orthographic view volume to the canonical view volume, i.e. . . .
The orthographic view volume

...how do we get the data from the axis-aligned box $[l, r] \times [b, t] \times [n, f]$ to a $2 \times 2 \times 2$ box around the origin?
The orthographic view volume

First we need to move the center to the origin:

\[
\begin{pmatrix}
1 & 0 & 0 & -\frac{l+r}{2} \\
0 & 1 & 0 & -\frac{b+t}{2} \\
0 & 0 & 1 & -\frac{n+f}{2} \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
The orthographic view volume

Then we have to scale everything to \([-1, 1]\):

\[
\begin{pmatrix}
\frac{2}{r-l} & 0 & 0 & 0 \\
0 & \frac{2}{t-b} & 0 & 0 \\
0 & 0 & \frac{2}{n-f} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

Note: we divide by the length, e.g. \(\frac{1}{r-l}\) for the \(x\)-coordinate value.
The orthographic view volume

Since these are just matrix multiplications (associative!), we can combine them into one matrix:

\[ M_{orth} = \begin{pmatrix} \frac{2}{r-l} & 0 & 0 & 0 \\ 0 & \frac{2}{t-b} & 0 & 0 \\ 0 & 0 & \frac{2}{n-f} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 & -\frac{l+r}{2} \\ 0 & 1 & 0 & -\frac{b+t}{2} \\ 0 & 0 & 1 & -\frac{n+f}{2} \\ 0 & 0 & 0 & 1 \end{pmatrix} \]

\[ = \begin{pmatrix} \frac{2}{r-l} & 0 & 0 & \frac{-r+l}{2} \\ 0 & \frac{2}{t-b} & 0 & \frac{-t+b}{2} \\ 0 & 0 & \frac{2}{n-f} & \frac{-n+f}{2} \\ 0 & 0 & 0 & 1 \end{pmatrix} \]
Topic 7

3D Viewing

• Intro
• Overview
• Windowing transformation
• Camera transformation
• Perspective transformation
Overview

Hence, our last step becomes

\[
\begin{pmatrix}
x_{\text{pixel}} \\
y_{\text{pixel}} \\
z_{\text{canonical}} \\
1
\end{pmatrix} = M_{vp}M_{orth} \begin{pmatrix}
x \\
y \\
z \\
1
\end{pmatrix}
\]

Now, how do we get the data in the orthographic view volume?

That’s more difficult, so let’s look at camera transformation first.
Aligning coordinate systems

How do we get the camera to the origin, i.e. how do we move from world space to camera space?

Remember:

- **world space** is expressed by the base vectors $\vec{x}$, $\vec{y}$, and $\vec{z}$
- the **camera** is specified by eye vector $\vec{e}$ and gaze vector $\vec{g}$
Aligning coordinate systems

To map one space to another, we need a coordinate system for both spaces.

We can easily get that using a view up vector $\hat{t}$, i.e. a vector in the plane bisecting the viewer’s head into left and right halves and “pointing to the sky”

This gives us an orthonormal base $(\hat{u}, \hat{v}, \hat{w})$ of our camera coordinate system (how?)
Aligning coordinate systems

First base vector: $\hat{t} \times \vec{g} = \vec{u}$

2nd base vector: $\vec{g} \times \vec{v} = \vec{v}$

3rd base vector: $-\vec{g} =: \vec{w}$

("-" for looking in negative $z-$direction)

Don’t forget to normalize, i.e. multiply with $\frac{1}{||\cdot||}$. 
Aligning coordinate systems

How do we align the two coordinate systems?

1. align the origins
2. align the base vectors
Aligning coordinate systems

Aligning the origins is a simple translation:

\[
\begin{pmatrix}
1 & 0 & 0 & -x_e \\
0 & 1 & 0 & -y_e \\
0 & 0 & 1 & -z_e \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
Aligning the axes is a simple rotation, if you remember that the columns of our matrix are just the images of the base vectors under the linear transformation.
Aligning coordinate systems

These are easy to find for the reverse rotation:

\[
\begin{pmatrix}
x_u & x_v & x_w & 0 \\
y_u & y_v & y_w & 0 \\
z_u & z_v & z_w & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
Aligning coordinate systems

Hence, our rotation matrix is:

\[
\begin{pmatrix}
x_u & y_u & z_u & 0 \\
x_v & y_v & z_v & 0 \\
x_w & y_w & z_w & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

(Remember: the inverse of an orthogonal matrix is always its transposed)
Aligning coordinate systems

For the total transformation we get

\[
M_{\text{cam}} = \begin{pmatrix}
x_u & y_u & z_u & 0 \\
x_v & y_v & z_v & 0 \\
x_w & y_w & z_w & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 & -x_e \\
0 & 1 & 0 & -y_e \\
0 & 0 & 1 & -z_e \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
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Overview

If it wasn't for perspective projection, we'd be done:

\[
\begin{pmatrix}
  x_{\text{pixel}} \\
  y_{\text{pixel}} \\
  z_{\text{canonical}} \\
  1
\end{pmatrix} = M_{vp}M_{orth}M_{cam}
\begin{pmatrix}
  x \\
  y \\
  z \\
  1
\end{pmatrix}
\]
Parallel vs perspective projection

With this, we could already do some nice stuff using orthographic projection, e.g. funny games:

(from "The Simpsons Tapped Out" game)

Yet, for realistic graphics, we need to put things into perspective …
Transforming the view frustum

cf. book, fig. 7.13 (3rd ed.) or 7.12 (2nd ed.)

View frustum

Orthographic view volume

Perspective projection

Parallel/orthographic projection
Transforming the view frustum

cf. book, fig. 7.10 (2nd ed.; not in 3rd one)
Transforming the view frustum

We have to transform the view frustum into the orthographic view volume. The transformation needs to

- Map lines through the origin to lines parallel to the z axis
- Map points on the viewing plane to themselves.
- Map points on the far plane to (other) points on the far plane.
- Preserve the near-to-far order of points on a line.
Transforming the view frustum

How do we calculate this? (cf. book, fig. 7.8/7.9 (3rd/2nd ed.))

From basic geometry we know:

\[ \frac{y_s}{y} = \frac{d}{z} \quad \text{and thus} \quad y_s = \frac{d}{z} y \]
Transforming the view frustum

In the following, we assume that
- we are looking in negative $z$—direction and
- we project onto the near plane.

Hence, the distance $d = -n$, and we need a matrix that gives us

$$x_s = \frac{dx}{-z} = \frac{nx}{z}$$
$$y_s = \frac{dy}{-z} = \frac{ny}{z}$$

and a $z$-value that
- stays the same for all points on the near and far planes
- does not change the order along the $Z$—axis for all other points

Problem: we can’t do division with matrix multiplication
Extending homogeneous coordinates

Remember: matrix multiplication is a linear transformation, i.e. it can only produce values such as:

$$x' = a_1 x + b_1 y + c_1 z$$

Introducing homogeneous coordinates and representing points as \((x, y, z, 1)\), enables us to do affine transformations, i.e. create values such as:

$$x' = a_1 x + b_1 y + c_1 z + d_1$$

Now we introduce projective transformation (aka homography) that allows us to create values such as:

$$x' = \frac{a_1 x + b_1 y + c_1 z + d_1}{ex + fy + gz + h}$$
Extending homogeneous coordinates

How can we transform

\[
\begin{pmatrix}
    x \\
    y \\
    z
\end{pmatrix}
\]

to a vector

\[
\begin{pmatrix}
    x' \\
    y' \\
    z'
\end{pmatrix}
\]

using matrix multiplication?

We do this by replacing “the 1” in the 4th coordinate with a value \( w \) that serves as denominator.
Extending homogeneous coordinates

With homogeneous coordinates, the vector

$$(x, y, z, 1)$$

represents the point $$(x, y, z)$$. 

Now we extend this in a way that the homogeneous vector

$$(x, y, z, w)$$

represents the point $$(x/w, y/w, z/w)$$. 

And matrix transformation becomes:

$$
\begin{pmatrix}
\tilde{x} \\
\tilde{y} \\
\tilde{z} \\
\tilde{w}
\end{pmatrix} =
\begin{pmatrix}
a_1 & b_1 & c_1 & d_1 \\
a_2 & b_2 & c_2 & d_2 \\
a_3 & b_3 & c_3 & d_3 \\
e & f & g & h
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z \\
1
\end{pmatrix}
$$
Extending homogeneous coordinates

Notice that this doesn’t change our existing framework (i.e. all affine transformations “still work”).

We just have to set

$$e = f = g = 0 \text{ and } h = 1.$$  

Then our resulting vector

$$(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{w}) \text{ becomes } (\tilde{x}, \tilde{y}, \tilde{z}, 1),$$  

and it represents the point

$$(\tilde{x}/\tilde{w}, \tilde{y}/\tilde{w}, \tilde{z}/\tilde{w}) = (\tilde{x}/1, \tilde{y}/1, \tilde{z}/1)$$
Extending homogeneous coordinates

With this extension, we do matrix multiplication:

\[
\begin{pmatrix}
    a_1 & b_1 & c_1 & d_1 \\
    a_2 & b_2 & c_2 & d_2 \\
    a_3 & b_3 & c_3 & d_3 \\
    e & f & g & h
\end{pmatrix}
\begin{pmatrix}
    x \\
    y \\
    z \\
    1
\end{pmatrix}
= \begin{pmatrix}
    a_1x + b_1y + c_1z + d_1 \\
    a_2x + b_2y + c_2z + d_2 \\
    a_3x + b_3y + c_3z + d_3 \\
    ex + fy + gz + h
\end{pmatrix}
= \begin{pmatrix}
    \tilde{x} \\
    \tilde{y} \\
    \tilde{z} \\
    \tilde{w}
\end{pmatrix}
\]

Followed by a step called homogenization:

\[
\begin{pmatrix}
    a_1x + b_1y + c_1z + d_1 \\
    a_2x + b_2y + c_2z + d_2 \\
    a_3x + b_3y + c_3z + d_3 \\
    ex + fy + gz + h
\end{pmatrix}
\xrightarrow{\text{homogenize}}
\begin{pmatrix}
    \frac{a_1x + b_1y + c_1z + d_1}{ex + fy + gz + h} \\
    \frac{a_2x + b_2y + c_2z + d_2}{ex + fy + gz + h} \\
    \frac{a_3x + b_3y + c_3z + d_3}{ex + fy + gz + h} \\
    \frac{ex + fy + gz + h}{ex + fy + gz + h}
\end{pmatrix}
\]
Perspective transformation matrix

So, by multiplication with this matrix

\[
\begin{pmatrix}
a_1 & b_1 & c_1 & d_1 \\
a_2 & b_2 & c_2 & d_2 \\
a_3 & b_3 & c_3 & d_3 \\
e & f & g & h
\end{pmatrix}
\]

and homogenization, we can create this vector

\[
\begin{pmatrix}
a_1 x + b_1 y + c_1 z + d_1 \\
a_2 x + b_2 y + c_2 z + d_2 \\
a_3 x + b_3 y + c_3 z + d_3 \\
e x + f y + g z + h
\end{pmatrix}
\]

Q: how do we chose the \( a_i, b_i, c_i, d_i \) and \( e, f, g, h \) to get what we want for perspective projection, i.e. the vector

\[
\begin{pmatrix}
n_x \\
n_y \\
z \\
z^*
\end{pmatrix}
\]

\( z^* \) denotes a z-value fulfilling the conditions that we specified
Perspective transformation matrix

The following matrix will do the trick:

\[
\begin{pmatrix}
  n & 0 & 0 & 0 \\
  0 & n & 0 & 0 \\
  0 & 0 & n + f & -fn \\
  0 & 0 & 1 & 0
\end{pmatrix}
\]

Remember that
- we are looking in negative \(Z\)-direction
- \(n, f\) denote the near and far plane of the view frustum
- \(n\) serves as projection plane

Let’s verify that . . .
Perspective transformation matrix

\[
\begin{pmatrix}
n & 0 & 0 & 0 \\
0 & n & 0 & 0 \\
0 & 0 & n+f & -fn \\
0 & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z \\
1
\end{pmatrix}
= \begin{pmatrix}
x \\
y \\
z \frac{n+f}{n} - f \\
1
\end{pmatrix}
\text{homogenize}
\begin{pmatrix}
\frac{nx}{z} \\
\frac{ny}{z} \\
z \\
1
\end{pmatrix}

Indeed, that gives the correct values for \(x_s\) and \(y_s\).

But what about \(z\)? Remember our requirements for \(z\):
- stays the same for all points on the near and far planes
- does not change the order along the \(Z\)-axis for all other points
Homogeneous coordinates and perspective transformation

We have $z_s = n + f - \frac{fn}{z}$ and need to prove that …

- points on the near plane are mapped to themselves, i.e. if $z = n$, then $z_s = n$:
  $$z_s = n + f - \frac{fn}{n} = n + f - f = n$$
  and obviously $x_s = \frac{nx}{n} = x$ and $y_s = \frac{ny}{n} = y$.

- points on the far plane stay on the far plane, i.e. if $z = f$, then $z_s = f$:
  $$z_s = n + f - \frac{fn}{f} = n + f - n = f$$
  and …
Homogeneous coordinates and perspective transformation

We have $z_s = n + f - \frac{f n}{z}$ and need to prove that . . .

- $z$-values for points within the view frustum stay within the view frustum,
  i.e. if $z > n$ then $z_s > n$:

    $z_s = n + f - \frac{f n}{z} > n + f - \frac{f n}{n} = n$

    and if $z < f$ then $z_s < f$:

    $z_s = n + f - \frac{f n}{z} < n + f - \frac{f n}{f} = f$

and . . .
Homogeneous coordinates and perspective transformation

We have $z_s = n + f - \frac{fn}{z}$ and need to prove that...

- the order along the $Z$-axis is preserved, i.e. if $0 > n \geq z_1 > z_2 \geq f$ then $z_{1s} > z_{2s}$:

With $z_{1s} = n + f - \frac{fn}{z_1}$ and $z_{2s} = n + f - \frac{fn}{z_2}$ we get:

$$z_{1s} - z_{2s} = \frac{fn}{z_2} - \frac{fn}{z_1} = \frac{(z_1 - z_2)fn}{z_1z_2}.$$  

Because of $f, z_1, z_2, n < 0$ we have $\frac{fn}{z_1z_2} > 0$, and because of $z_1 > z_2$, we have $z_1 - z_2 > 0$, so

$$z_{1s} - z_{2s} > 0$$ or

$$z_{1s} > z_{2s}$$
Homogeneous coordinates and perspective transformation

Hence, the order is preserved. But how?

\[ z_s = n + f - \frac{fn}{z} , \]
so \( z_s \) is proportional to \( -\frac{1}{z} \)
With this, we got our final matrix $P$. To map the perspective view frustum to the orthographic view volume, we need to combine it with the orthographic projection matrix $M_{orth}$, i.e. $M_{per} = $ 

$$ M_{orth}P = M_{orth} \begin{pmatrix} n & 0 & 0 & 0 \\
0 & n & 0 & 0 \\
0 & 0 & n+f & -fn \\
0 & 0 & 1 & 0 \end{pmatrix} = \begin{pmatrix} \frac{2n}{r-l} & 0 & \frac{l+r}{b+t} & 0 \\
0 & \frac{2n}{t-b} & \frac{b-t}{f+n} & 0 \\
0 & 0 & \frac{n-f}{f-n} & 1 \\
0 & 0 & 1 & 0 \end{pmatrix} $$
Another look at projective transformations

**Linear transformations:** Points represented by vectors \((x, y, z)\)

\[ x \mapsto x' = ax + by + cz \]

**Affine transformations:** \((x, y, z, 1)\) represents point \((x, y, z)\)

\[ x \mapsto x' = ax + by + cz + d \]
Geometric interpretation (in 2D)
Extending homogeneous coordinates

Linear transformations: Points represented by vectors \((x, y, z)\)
\[
x \mapsto x' = ax + by + cz
\]

Affine transformations: \((x, y, z, 1)\) represents point \((x, y, z)\)
\[
x \mapsto x' = ax + by + cz + d
\]

Projective transformations: \((\tilde{x}, \tilde{y}, \tilde{z}, w)\) represents \((\tilde{x}/w, \tilde{y}/w, \tilde{z}/w, 1)\)
which in turn represents \((\tilde{x}/w, \tilde{y}/w, \tilde{z}/w)\)
which in turn represents point \((x, y, z)\).
\[
x \mapsto x' = \frac{ax+by+cz+d}{ex+fy+gz+h}
\]
Geometric interpretation (in 1D)
Another important characteristic

Matrix multiplication:

\[
\begin{pmatrix}
\tilde{x} \\
\tilde{y} \\
\tilde{z} \\
\tilde{w}
\end{pmatrix} =
\begin{pmatrix}
a_1 & b_1 & c_1 & d_1 \\
a_2 & b_2 & c_2 & d_2 \\
a_3 & b_3 & c_3 & d_3 \\
e & f & g & h
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z \\
1
\end{pmatrix} =
\begin{pmatrix}
a_1x + b_1y + c_1z + d_1 \\
a_2x + b_2y + c_2z + d_2 \\
a_3x + b_3y + c_3z + d_3 \\
ex + fy + gz + h
\end{pmatrix}
\]

Homogenization:

\[
\begin{pmatrix}
a_1x + b_1y + c_1z + d_1 \\
a_2x + b_2y + c_2z + d_2 \\
a_3x + b_3y + c_3z + d_3 \\
ex + fy + gz + h
\end{pmatrix}
\]

\Rightarrow

\[
\begin{pmatrix}
a_1x + b_1y + c_1z + d_1 \\
e + fy + gz + h \\
\frac{a_2x + b_2y + c_2z + d_2}{ex + fy + gz + h} \\
\frac{a_3x + b_3y + c_3z + d_3}{ex + fy + gz + h}
\end{pmatrix}
\]

\Rightarrow

\[
\begin{pmatrix}
a_1x + b_1y + c_1z + d_1 \\
\frac{a_2x + b_2y + c_2z + d_2}{ex + fy + gz + h} \\
\frac{a_3x + b_3y + c_3z + d_3}{ex + fy + gz + h} \\
\frac{ex + fy + gz + h}{1}
\end{pmatrix}
\]
Extending homogeneous coordinates

Matrix multiplication:

$$\begin{pmatrix} \tilde{x} \\ \tilde{y} \\ \tilde{z} \\ \tilde{w} \end{pmatrix} = c \begin{pmatrix} a_1 & b_1 & c_1 & d_1 \\ a_2 & b_2 & c_2 & d_2 \\ a_3 & b_3 & c_3 & d_3 \\ e & f & g & h \end{pmatrix} \begin{pmatrix} x \\ y \\ z \\ 1 \end{pmatrix} = \begin{pmatrix} c(a_1 x + b_1 y + c_1 z + d_1) \\ c(a_2 x + b_2 y + c_2 z + d_2) \\ c(a_3 x + b_3 y + c_3 z + d_3) \\ c(ex + fy + gz + h) \end{pmatrix}$$

Homogenization:

$$\begin{pmatrix} c(a_1 x + b_1 y + c_1 z + d_1) \\ c(a_2 x + b_2 y + c_2 z + d_2) \\ c(a_3 x + b_3 y + c_3 z + d_3) \\ c(ex + fy + gz + h) \end{pmatrix} \xrightarrow{\text{homogenize}} \begin{pmatrix} c(a_1 x + b_1 y + c_1 z + d_1) \\ c(ex + fy + gz + h) \\ c(a_2 x + b_2 y + c_2 z + d_2) \\ c(ex + fy + gz + h) \\ c(a_3 x + b_3 y + c_3 z + d_3) \\ c(ex + fy + gz + h) \end{pmatrix}$$
Extending homogeneous coordinates

Hence, both of these two matrices can be used as perspective matrix:

\[
\begin{pmatrix}
  n & 0 & 0 & 0 \\
  0 & n & 0 & 0 \\
  0 & 0 & n + f & -fn \\
  0 & 0 & 1 & 0 \\
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  0 & 0 & \frac{n+f}{n} & -f \\
  0 & 0 & \frac{1}{n} & 0 \\
\end{pmatrix}
\quad \text{and} \ldots
\]
Overview

The following achieved parallel projection:

$$\begin{pmatrix}
    x_{\text{pixel}} \\
    y_{\text{pixel}} \\
    z_{\text{canonical}} \\
    1
\end{pmatrix} = M_{vp}M_{orth}M_{cam}
\begin{pmatrix}
    x \\
    y \\
    z \\
    1
\end{pmatrix}$$

And if we replace $M_{orth}$ with $M_{per}$ we get perspective projection:

$$\begin{pmatrix}
    x_{\text{pixel}} \\
    y_{\text{pixel}} \\
    z_{\text{canonical}} \\
    1
\end{pmatrix} = M_{vp}M_{per}M_{cam}
\begin{pmatrix}
    x \\
    y \\
    z \\
    1
\end{pmatrix}$$
Wrap up

Now we can draw points and lines. But there's more . . .

- Triangles that lie (partly) outside the view frustum need not be projected, and are clipped.
- The remaining triangles are projected if they are front facing.
- Projected triangles have to be shaded and/or textured.

We will talk about this in the upcoming lectures.