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Fig. 15. We recreate a typical low-budget stop motion camera setup.

frames can be challenging in a research lab and this is evident in

our stop-motion clips in the accompanying video.

5 RESULTS AND DISCUSSION
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Fig. 16. Number of pieces needed to be 3D printed in order to achieve a
maximum error threshold per frame.

Figures 17 and 18 show a variety of faces we animated using our

approach (see accompanying video). Even for a single short anima-

tion clip, we are able to capture ≈ 750frames using two replacement

libraries (20+30 pieces), a 25x saving over printing each frame. In-

creasing the number of parts allows to achieve comparable results

while decreasing the number of pieces per part. Smaller libraries

require less material leading to large cost savings and shorter print-

ing times. For example, given the same budget of 25 pieces per part,

we are able to achieve better results with the 6 parts segmentation

than the 3 part segmentation or no segmentation at all (Figure 18).

We informally evaluated our approach with a professional anima-

tor, who liked the ability to explore the trade-o� between animation

quality and replacement library size, and felt the method captured

the emotional range of the characters well, even for small libraries.

a b d ec

Fig. 17. Our method works on cartoon characters (a, b, c) as well as high-
fidelity computer animation models (d, e).

Fig. 18. We demonstrate the generality of our system with 3 (middle) and 6
(right) parts segmentation of the input model (le�).

Model Verticies Frames Labels Time

Monkey 9585 2653 150 39

Bunny 11595 5177 200 152

Oldman 21484 260 20 1

Blobby 60464 229 20 4

Table 1. Perfomance statistics. Time (in seconds) includes labeling and
update steps times described in Section 3.3.

We compare our replacement pieces selection and mapping algo-

rithm in Section 3.2 to naive uniform downsampling. Quantitatively,

for a 750 frame animation captured using 20 replacement pieces, the

overall error for both uniform sampling and our velocity indepen-

dent (� = 0) approach is signi�cantly higher than the velocity aware

(� > 0) approach (see Figure 19). While the error in object shape in

Figure 19a is comparable or marginally worse for our velocity aware

over velocity independent approach, as illustrated in Section 3.2, the

velocity error for � = 0 case in Figure 19b is understandably large.

Qualitatively, Figures 11, 12 show the velocity term to be critical to

both the selection and mapping to replacement pieces.

Printing time and cost can be prohibitive if the size of the library

increases linearly with the number of frames of animation [Priebe

2011]. In Figure 16, we calculate number of replacement pieces

needed in order to stay below a certain per frame error threshold,

for 10,000 frames of an animated face reading chapters from the

book Moby Dick. Given the labeling and a number of frames, we

compute the minimum error value of the sum of the unary and

binary terms (Eq. 15, 16) across every frame. We increase the number

of replacement parts until the maximum allowed error value is

reached. As seen in the �gure, the number of replacement parts

increases rapidly (from 2 to 100) for 5000 frames or less. However, an

additional 5000 frames only leads to a small increase in dictionary

size (from 100 to 115), a�rming that a reasonably small number

of replacement heads can capture the entire expressive range of a

character.

Limitations. Our system is the �rst to address the technical prob-

lems of a stop-motion animation work�ow and has limitations,

subject to future work:
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• Our segmentation approach does not respect the aesthetics of a

part boundary. While our approach seamlessly connects di�er-

ent parts, the deformation albeit minimal, can adversely impact

geometric detail near the part boundary.

• Despite a seamless digital connection, seams between physically

printed parts remain visible. Commerical animations often re-

move these seams digitally by image processing, but �lm directors

like Charlie Kaufman have also made these seams part of the char-

acter aesthetic [Murphy 2015].

• Physically re-assembling the object for every frame sequentially

from a large replacement library of pieces can still be cumbersome.

This could be addressed by a scheduling algorithm that proposes

an order in which to shoot animation frames that minimizes

object re-assembly.

• Our replacement part algorithm results are based on vertex po-

sition or deformation space distance metrics. We believe our

results could be better using a perceptually based distance metric

between instances of a deformable object.

• Currently our segmentation algorithm does not explicitly enforce

symmetry. Symmetry may sometimes be a desirable property

that could be incorporated. However, breaking symmetry has

its advantages: the tuft of hair on the Camel’s head in Fig. 18 is

assigned to a single — albeit symmetry-breaking — part.

6 CONCLUSION
Stop-motion animation is a traditional art-form that has seen a surge

of popularity with the advent of 3D printing. Our system is the �rst

attempt at an end-to-end solution to the research problems in the

creation of stop-motion animations using computer animation and

3D printing. We hope this paper will stimulate new research on the

many problems encountered in the area of stop-motion animation.
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Fig. 19. Top: for comparison, we fix the library to a uniform sampling of the deforming object over time (and then use our assignment optimization). Uniform
sampling produces very high position error (desaturated area) and high velocity error (saturated area). For visualization, we smooth temporally with a small
windowed Gaussian. Below: our optimized library produces dramatically lower error (vertical axis cropped to small gray box). Increasing the velocity weight λ
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