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Abstract

We present a system for generating full-body animations from the performance on a touch-sensitive tabletop
of “finger walking”, where two fingers are used to pantomime leg movements. A user study was conducted to
explore how users can communicate full-body motion using their hands, which concluded that finger walking
is a naturally-chosen and comfortable performance method. Based on contact data recorded during this study,
the properties of a variety of performed locomotion types were analyzed to determine which motion parameters
are most reliable and expressive for the purpose of generating corresponding full-body animations. Based on
this analysis, a compact set of motion features was developed for classifying the locomotion type of a finger
performance. A prototype interactive animation system was implemented to generate full-body animations of a
known locomotion type from finger walking by estimating the motion path of a finger performance, and editing
the path of a corresponding animation to match. The classification accuracy and output animation quality of this
system was evaluated in a second user study, demonstrating that satisfying full-body animations can be reliably
generated from finger performances.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Animation

1. Introduction

Creating full-body animations can be an imposing task for
novice animators, since animation software often require a
large number of parameters such as positions and joint an-
gles to be specified at precise times. One approach to ad-
dress this problem is performance interfaces, which utilize
the timing of a user’s actions. Performance interfaces have
the potential to be particularly accessible, since realistic tim-
ing of motions can be generated not only from the intentional
timing of a performance, but also implicitly by the physical
constraints on a user’s motion.

We conducted an exploratory user study to examine how
motion can be communicated through hand motions, by hav-
ing users perform a number of motion types in whatever
manner they preferred. A majority of users chose to use
“finger walking”, where the middle and index fingers of
the dominant hand are used to pantomime the leg motion
of a full body (Figure 1). However, analysis of the touch-
sensitive tabletop data collected during this study has shown

that seemingly-precise and expressive finger motions can not
only possess inconsistent motion parameters, but can differ
significantly from the corresponding full-body motions.

Figure 1: Finger walking (left) is a natural and expressive
way to communicate full-body locomotion (right).
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Based on this first study, our goal was to create an inter-
active animation system that is controlled by finger walk-
ing, but is tailored to the particularities of how users per-
form finger walks. We have focused on using contact data
as user input, since interaction with a touch-sensitive table-
top is entirely passive and does not impede hand motion,
as an instrumented glove or motion capture markers would.
However, directly mapping the contact positions and timing
from a finger walking performance to an animated character
could result in unrealistic movement due to the inconsisten-
cies made clear by our study analysis. Therefore, we take a
gestural approach instead, where our system modifies pre-
existing full-body animations to match the general spatial
parameters of a finger motion, without matching the perfor-
mance so closely that the results appear unrealistic.

Our system can operate on a user’s performance in two
ways. The motion type of a user’s finger performance can
be determined by summarizing the performance in a com-
pact feature vector, and comparing it to the feature vectors
of other performances with known types. Given a particular
locomotion type, our system estimates the central path of the
motion from its “footprints” and edits a full-body animation
of the corresponding type to match this path.

We conducted a second study to evaluate the accuracy of
our motion type classification and user satisfaction with the
motions generated from their finger performances. We con-
cluded that our system can reliably classify the locomotion
type of a new user’s input, as well as generate animations
matching the intent of the user’s performance.

Our work makes the following contributions:

• An analysis of how users express full-body motion using
finger walking.
• A finger walking animation performance interface, using

feature-based motion classification and path-based edit-
ing to generate full-body animations matching the user’s
gestural input.
• A novel kinematic path estimation algorithm which deter-

mines a motion path based on only a set of ordered foot-
print positions.

2. Related Work

Performance interfaces utilize a user’s physical interac-
tions over time to generate character animation. These in-
terfaces are particular appealing for novice animators who
may not be able to specify their intentions, but can per-
form them. Directly mapping partial or full-body motion
to a character can be referred to as “computer puppetry”;
Sturman [Stu98] provided a history of the technique, in-
cluding contemporary collaborative approaches. To reduce
the intrusiveness of measuring devices, some recent perfor-
mance techniques measure only selected parameters of full-
body motion and reconstruct entire poses based on exam-
ples [CH05, LWC∗11]. Less direct control is also possible,

by mapping only the important parameters of the user’s pose
onto the character [SLSG01], or by augmenting the user’s
motion with physical simulation of environmental or object
interaction [IWZL09, NWB∗10].

Hand performance can be an effective and simple means
of communicating full-body motion, and is used in both am-
ateur performances as well as advertisements. Hand perfor-
mance has also been applied to animation generation, by
mapping finger joint angles to joints in a character skeleton
[SZ93,LZK04], or by using fingertip positions as constraints
on foot positions [WP09]. These previous approaches have
directly mapped finger joint angles or positions to a charac-
ter’s pose, which can result in inconsistent animation; our
technique treats user performances as suggestive instead, to
ensure smooth and realistic animation.

Handheld input devices can also be manipulated in real-
time to form performance interfaces. The two-dimensional
motion over time of a mouse can be used to re-time ani-
mations [TM04] or control particular aspects of a charac-
ter’s pose [LvdPF00, IMH05b]. Objects with more degrees
of freedom can also be used for expressive performances,
such as paper cutouts which can be positioned and rotated
[BJS∗08], a tilt-sensitive stylus [Osh04], or a 3D-tracked ob-
ject [DYP03]. Paired objects can also be manipulated simul-
taneously to control particular bones in a character’s skele-
ton [OTH02] or foot positions [KPL05].

Multitouch devices provide another simple and effective
way to control animation parameters in real time, by drag-
ging multiple portions of a deformable character [IMH05a]
or by utilizing specialized interfaces with asymmetrical con-
trols for each hand [KN10]. Like our approach, Sugiura et al.
[SKW∗09] utilized a multitouch interface not for direct ma-
nipulation, but for finger walking; however, their approach
was specialized to pre-programmed gestures on a handheld
device, while our locomotion type classification is example-
based and utilizes a larger multitouch tabletop to allow user
control over a motion’s path.

Utilizing a touch-sensitive device for finger walking re-
quires considering finger contacts as foot contacts, which
have been used in a variety of ways for animation pur-
poses. Footstep positioning is important for planning real-
istic character motion through an environment [CLS03] as
well as simulating robust walking behavior [CBYvdP08].
User-specified footprint positions can also be used to gen-
erate full animation of both bipeds [vdP97] and quadrupeds
[TvdP98]. Yin and Pai [YP03] used a pressure-sensitive de-
vice to allow interactive foot contact-based control over a
character’s pose and motion; while we use feature-based
classification and motion editing in a similar way, our ap-
proach compensates for the inaccuracies of finger walking
and is applied to locomotion rather than stationary motions.
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3. Exploratory Study

We conducted an initial exploratory study to identify ways
that users would choose to communicate full-body motion
using their hands. Our goal was to identify a preferred and
comfortable method of interaction, to inform the design of
an animation interface.

3.1. Methodology

The study was designed to passively measure hand perfor-
mances with minimal intrusion to the participants, in order to
maintain all possible performance strategies or techniques.
To accomplish this, a Microsoft Surface touch-sensitive ta-
ble was used to record any surface contact that occurred,
and a video camera recorded above-surface motions and ges-
tures (Figure 2). As the Surface display was inactive to avoid
encouraging surface-based interaction, a secondary monitor
was placed beyond the Surface to display instructions. Par-
ticipants were presented with a scripted introduction which
explained the purpose of the study and the equipment being
used. They were also informed that they could express mo-
tion in any manner they chose within the “capture volume”
above the Surface, from any direction, as there was enough
space to interact with the Surface from any side.

The study consisted of two stages. In the first “freeform”
stage, names and brief descriptions of locomotion types
(such as walking or running) were presented, and the partic-
ipants were asked to perform these motions without any spa-
tial instructions, such as directionality. In the second “mim-
icked” stage, short motion-captured animations varying in
locomotion type and direction (such as walking and turn-
ing or running forward) were played, instead of presenting
written descriptions. The participants were asked to com-
municate the general type and direction of the animation,
without specifically trying to capture particular details, such
as the number of steps. Participants could restart their per-
formances and replay animation clips at any time. After de-
ciding when a performance was complete, participants rated
their satisfaction with their performance on an integer scale
of 1 (“very unsatisfied”) to 5 (“very satisfied”). After the fi-
nal performance, an image of a participant’s hands placed
palm-down was captured using the Surface, and a short sur-
vey of follow-up questions was administered.

3.2. Results and Observations

The study was performed by 12 volunteer participants (10
male, 2 female), each performing 28 motions (10 in the first
stage, 18 in the second stage). The methods of performance
were as follows:

• 73 percent employed “classic” finger walking on the Sur-
face, with the middle and index fingers of the dominant
hand pantomiming the leg movement of the correspond-
ing full-body motion.

Figure 2: Equipment used to study hand performances. Di-
rected by instructions on the external monitor, participants
were free to move around the Microsoft Surface, which cap-
tured contact data, while their above-surface motions were
video recorded.

• 12 percent were by pantomiming upper-body motion
above the Surface, such as hands swinging back and forth
during a walk.

• 10 percent used both hands to pantomime foot movement,
with either fists or open palms alternately “stepping” on or
above the Surface.

• 5 percent used a single abstraction of solely full-body po-
sition, such as a single finger or clenched fist, on the Sur-
face.

While some participants experimented with multiple tech-
niques, 11 out of 12 used finger walking at least once. Over-
all, participants were more satisfied with the finger walking
performances; the average rating of finger walking motions
was 3.7 out of 5, compared to 3.3 out of 5 for all other types
of performance. During follow-up questions, most users in-
dicated that their choice of finger walking was because mo-
tion of the lower body was more important to their perfor-
mance, and they did not need to incorporate upper body mo-
tion to communicate locomotion type.

Therefore, finger walking seems to be both a natural
and comfortable choice for communicating full-body mo-
tion through hand performance, and we closely examined
and analyzed the contact data gathered during only the fin-
ger walking performances.

3.3. Data Analysis

The first method of examining finger walking contact data
was to statically visualize all of the contacts which occurred
during a single performance. Contact information is pro-
vided by the Surface as ellipses with associated times; a sin-
gle contact consists of a sequence of ellipses, representing
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contact shape from initial contact to lift-off. Since these con-
tacts can be sampled at irregular rates, for the purposes of
visualization, linear interpolation was used to re-sample all
ellipse parameters (position, rotation, major and minor axes)
at 30Hz; an example of this visualization for a finger walk,
with a detail of a single contact, is shown in Figure 3.

Figure 3: Contact shapes for a forward finger walk (top),
sampled at 30Hz; steps occurred in order a-f. An enlarged
view of contact d (bottom), with ellipse center path in red,
shows how contacts generally begin with a stomp, followed
by an accelerating roll forward.

Most finger walking contacts during forward motion do
not consist of a smooth and constant roll in the direction of
the motion, but instead generally begin with a “stomp” down
with low forward velocity, and roll forwards while accelerat-
ing. It was not unusual to observe finger contacts which slip
just before liftoff, most likely due to reduced friction when
a user’s fingernail is the predominant contact. Finger con-
tact shape also appears to be unreliable and does not have
a consistent orientation, such as elongation relative to the
direction of travel, and the path of each contact’s center is
generally forward, but noisy.

Figure 4: The number of active contacts over time during a
full-body walk (top) is consistent, with regular, brief periods
of double-contact. The number of active contacts during a
finger walk (bottom), however, can be significantly inconsis-
tent while the motion may still appear appropriate.

There are other expressive parameters of finger motions

which can be compared to the equivalent parameters of cor-
responding full-body motions. For example, the number of
active contacts - i.e., fingers or feet in contact with the
ground - can be examined as it changes over time. During
a full-body walk, the majority of time is spent on one foot,
with regular brief periods of double-stance after the swing
foot lands but before the stance foot lifts off. However, since
a finger walking hand is not propelled by ground contact, but
rather by the movement of the arm or upper body of the per-
former, the number of active contacts over time can be sig-
nificantly inconsistent even for finger motions which appear
“correct”. Figure 4 compares the active contacts over time
of a motion-captured full-body walk and a freeform finger
walk which was rated 5 out of 5 by its performer.

Figure 5: Average proportion of time spent during a motion
with 0,1, or 2 active contacts, plotted by barycentric coor-
dinates, for a variety of locomotion types. The relationship
between freeform and mimicked finger walking and a corre-
sponding full-body motion differs depending on locomotion
type.

Examining the number of active contacts overall through-
out an entire motion, rather than moment-to-moment, can be
more robust to temporary variations. Figure 5 shows ternary
plots of the proportion of time spent during a number of lo-
comotion types with zero, one, or two active contacts, for the
freeform performances, mimicked performances, and the ex-
ample motion capture clips. The full-body motions almost
entirely consist of two contact states, for example, either
zero or one contact for running, and one or two contacts
for walking. The finger motions, however, usually contain
a more significant proportion of the third contact state, such
as zero contacts during walking. It also appears that finger
motions are biased towards single-contact states relative to
the full-body motions; however, the magnitude of this bias
seems to be locomotion type-dependent.

There are many other parameters which can be used to
compare finger motions to full-body motion. Figure 6 shows
the average contact frequency for a number of locomotion
types, for the performed and example motions. For some
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Figure 6: Contact frequency for a variety of motion types.
Again, the relationship between freeform and mimicked fin-
ger walking and a corresponding animation differes depend-
ing on locomotion type.

types, the contact frequency is similar. However, running
contacts were performed significantly more rapidly than full-
body running, even during the mimicked motions where an
example had been played. The frequency of jogging contacts
was initially under-performed and then over-performed dur-
ing the mimicked motions.

3.4. Discussion

Based on the analysis of finger motion contact data, it ap-
pears that even when performing motions to their satisfac-
tion, precise parameters of user performances such as con-
tact shape, position, and state can be imprecise and unreli-
able. Examining more robust overall characteristics yields
greater consistency - however, the correspondence between
finger and full-body motions appears to be highly dependent
on the motion type.

Therefore, a method of creating full-body animation by
directly mapping finger motion parameters would need to
handle this varying abstraction in order to generate plausi-
ble results. Instead, given the inconsistencies in user inputs,
we hypothesize that users treat this type of performance as
illustrative - demonstrating general characteristics such as
motion type and overall direction, without concentrating on
either the consistency or realism of specific motion and con-
tact parameters, and aim to develop a finger walking inter-
face to accommodate this.

4. Implementation

To accommodate illustrative input by the user, we propose a
gestural interface to generate animation which match high-
level characteristics of a finger motion, rather than from the
finger motion directly. This system consists of two compo-
nents that operate on a user’s finger motion. The locomotion
type of a new user’s performance can be automatically deter-
mined, based on the previous users’ motions of known types.
Given a particular locomotion type, an appropriate full-body
animation can be selected and edited (Figure 7), without
replicating finger motion inconsistencies which would make
it look unrealistic. This approach of classification and gestu-
ral motion editing from a single input is similar to the Motion

Doodles work of Thorne et al. [TBvdP04], which used con-
tinuous sketched paths from a “side view” instead of finger
contacts.

Figure 7: A finger motion performed on our prototype sys-
tem (top) and the edited full-body animation which was au-
tomatically generated as output (bottom).

4.1. Feature-Based Classification

Since finger motions can vary in their similarity to full-
body motion depending on the locomotion type, attempt-
ing to classify the locomotion type of a new finger mo-
tion by direct comparison to full-body motions could prove
unreliable. Therefore, we have chosen an example-driven
approach to classify new finger motions based solely on
previously-recorded finger motions. Given a finger motion
of unknown type, a feature vector is determined, which can
be compared to feature vectors from existing finger perfor-
mances of known types, from a variety of users.

Every feature must be valid for all locomotion types, and
should produce similar results for motions of the same type
which differ in the number of steps. Furthermore, these fea-
tures should be robust to the types of potential irregularities
examined in Section 3.3, such as inconsistent contact state
or finger slips, or even missing steps entirely.

Our feature vector consists of six features of a finger mo-
tion:

• The contact time proportions for zero, one, and 2 active
contacts,

• Average velocity,
• Average stride frequency,
• Average contact-to-contact distance,

where distance between contacts is measured from the more
reliable first point of contact.

The accuracy of a number of standard classification tech-
niques were tested using this feature vector, with accuracy

c© The Eurographics Association 2012.



N. Lockwood & K. Singh / Finger Walking: Motion Editing with Contact-Based Hand Performance

ranging between 65 and 80 percent. A full analysis of classi-
fier accuracy on a larger dataset is included with the results
of our second study in Section 5.2.

4.2. Data Normalization

The animation system should accommodate not only a vari-
ety of locomotion types, but a variety of users as well. While
the feature vector is based on contact positions and timing,
which are not explicitly user-dependent, there is one very
important way in which differences among users can poten-
tially affect the results: finger length.

Compensating for subject size is a common consideration
in biomechanics applications such as gait analysis, where the
consequences of different heights can be significant; for ex-
ample, natural walks for two people of different heights will
vary in velocity and stride length. To address this, gait veloc-
ity in particular can be rendered dimensionless - effectively,
normalized - using the Froude number [VO05], a nonlinear
quantity which relates relative stride length (stride length di-
vided by leg length) to velocity by a nonlinear equation. This
is appropriate because morphologically similar humans of
different sizes are affected by a gravity force proportional to
their mass, which does not vary linearly with height.

We are inspired to take a similar approach by normaliz-
ing our distances as well, using finger length instead of leg
length. While free-standing humans require nonlinear nor-
malization, we hypothesize that linear normalization is suf-
ficient. This has the effect of modifying the spatial units of
measurement so that, for example, average finger motion ve-
locity is measured not in centimeters per second, but finger
lengths per second.

The Surface can be used to quickly and automatically
measure finger lengths. The intensity images captured by the
Surface (Figure 8, left) are thresholded at a standard value to
produce a binary image (Figure 8, middle). Fingertips on the
largest blobs in the image are detected using the technique
of Malik et. al [MRB05], and the clockwise ordering of the
fingers relative to the thumb identifies the dominant hand.
While the lengths of the index and middle fingers are dif-
ferent (Figure 8, right), applying the lengths appropriately
to different “steps” would require identifying the finger of
a particular contact, which could be complex and/or unreli-
able. Therefore, all distances are normalized by the average
finger length.

Gait analysis also calculates step-to-step distance in a dif-
ferent way; rather than measuring the direct displacement
between step positions, only the “forward” distance is con-
sidered. To approximate this, a novel path estimation tech-
nique (described in Appendix A) is used to determine a cen-
tral path for a finger motion based on the ordered contact
positions. The contact-to-contact distance can then be mea-
sured in path arc-length between the contacts’ projected po-
sitions along the path.

Figure 8: While the Surface can provide approximate depth
images (left), appropriate thresholding yields a hand shape
(middle) which can be automatically analyzed to identify
and measure fingers (right).

A comparison of classification accuracy using all com-
binations of these variations - absolute versus relative units,
and direct versus path step distances - is presented in Section
5.2.

4.3. Full-Body Motion Editing

Given a particular locomotion type, the goal of our system
is to generate a corresponding full-body animation match-
ing some aspects of the user’s performance. This is accom-
plished by editing “canonical” animations: short animation
clips representing each locomotion type, which can be au-
tomatically looped to generate a smooth animation of any
number of steps. However, editing the canonical animations
to closely match particular characteristics of a finger mo-
tion could result in unrealistic animation, given the inconsis-
tencies observed in finger motions (Section 3.3). Therefore,
user input is treated as gestural - essentially, as instructions
of the form of “do this, there” - and the canonical animation
is edited to match the broader spatial parameters of a finger
motion, in the form of its motion path.

Canonical animations are edited using the path-based
editing technique of Lockwood and Singh [LS11], which
identifies a sparse set of editing handles along the path of
an animation. Specifying new handle positions automati-
cally modifies the path and poses of the entire animation to
match, while maintaining similar motion timing. After iden-
tifying the motion path of a finger motion using our path
estimation technique (Appendix A), the editing handles of
a straight-ahead canonical animation can be automatically
placed along the finger motion path, resulting in a new ani-
mation with a very similar path to that of the user’s perfor-
mance.

There are two remaining degrees of freedom in this pro-
cess: the animation scale and the number of cycles for the
canonical animation to be edited. One possible method for
determining scale is to attempt to match the average step size
of the input finger motion and the animation. Unfortunately,
this could result in animated characters of significantly dif-
ferent sizes being generated even for a single user. Instead,
based on feedback from participants during our exploratory
study, a single scale is determined per user such that the leg
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Figure 9: Sampled finger contacts (top) and resulting animations (bottom) from separate participants in the performance study.
Left to right: running and turning, marching, jumping forward, and a walking u-turn.

length of the animated character is equal to the user’s fin-
ger length (shown in Figure 1), which results in consistent
character size across locomotion types and performances.

To determine the appropriate number of cycles of a scaled
animation, the layout of the editing handles along the path
must be considered. With a fixed scale, arranging the han-
dles to match aspects of the performance could result in er-
ratic motion or unrealistic gait parameters, such as unnatu-
rally long strides. Instead, in keeping with treatment of user
input as gestural, the canonical motion is cycled a sufficient
number of times to lay out the editing handles along the
entire path while maintaining the original distance between
each pair of handles, i.e., “bending” the animation without
“stretching” it. This will very nearly maintain the consis-
tency of stride length in the output animation; however, one
potential downside of this method is that the animation’s
timing may be significantly different from the user’s perfor-
mance.

5. Performance Study

To evaluate the finger walking animation system, a second
study was conducted with a new set of participants, who per-
formed finger motions and rated the resulting animations.

5.1. Methodology

The equipment for this study was identical to the first study
(Section 3.1). However, one practical difficulty of this study
was the need to display an animation to the user which cor-
responded to their finger motion, and we felt that displaying
this motion solely on a secondary monitor would make this
correspondence difficult for users to evaluate. While an aug-
mented reality system to display the animated character in
the space above the surface would have been ideal, it was
not practical. Instead, we opted for a multi-view approach:
after each performance, the resulting animation was played
from a pre-set 3/4 view on the secondary monitor, as well as
from an orthographic top-down view on the Surface itself, in
spatial correspondence with the performance.

Participants were instructed to use only the middle and in-
dex fingers of their dominant hand to pantomime motions on
the Surface. After scanning their hands to determine finger
length, a first “freeform” stage of trials instructed the partici-
pants to perform different locomotion types based strictly on
description. The second “directed” stage used pre-set lanes
displayed on the Surface combined with locomotion type
descriptions on the secondary monitor, to generate motions
with particular path shapes. After each finger motion was
completed, the output animation was played once automati-
cally, and could be replayed by the participant any number of
times before they rated their satisfaction with how well the
animation represented their intended motion, on a scale from
1 (“very unsatisfied”) to 5 (“very satisfied”). There were 5
cyclic locomotion types (walk, job, run, sneak, march) and
3 non-cyclic (jump up, short jump, long jump), with motion
path shapes which were either straight ahead or with a single
turn of 45, 90, or 180 degrees.

5.2. Results and Discussion

8 new participants (5 male, 3 female, all right-handed) vol-
unteered for this study, and each performed a total of 21 mo-
tions (8 freeform, 13 directed). Some performances and re-
sulting animations are shown in Figure 9. Classification ac-
curacy of locomotion type was evaluated afterward, using
leave-one-subject-out cross-validation on the feature vectors
of the finger walking motions from both studies. A number
of standard classification techniques were used: k-Nearest
Neighbor (with k = 1,3,5,7), Mahalanobis distance (used
for motion classification by Yin et al. [YP03]), and Sup-
port Vector Machines using both linear and radial basis func-
tion kernels. Figure 10 shows the accuracy of classifiers us-
ing feature vectors calculated with either absolute or rela-
tive units, and direct or path-based contact distances (Section
4.2).

Classification accuracy ranged from 62 to 74 percent.
Within a particular classifier, accuracy was generally im-
proved by using path-based instead of direct contact-to-
contact distances, and relative instead of absolute units, but
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Figure 10: Locomotion type classification accuracy for all
classifiers and varieties of feature vectors.

not by a large margin (typically 1-2%). We believe that this
demonstrates the usefulness of our selected motion features
and data normalization methods for reliable classification,
which can only be improved by the application or devel-
opment of more specialized classification algorithms, which
we leave to future work.

Locomotion type also had an effect on classification ac-
curacy. Figure 11 shows the average and standard deviation
of accuracy for each locomotion type across all classifiers
and feature vectors. The accuracy is significantly lower for
the more “vaguely-named” locomotion types (jog, march,
sneak), where greater variation in performance parameters
can cause mis-classifications; for example, one user’s per-
formance of a march may be very similar to another’s walk.

Figure 11: Classification accuracy for individual locomo-
tion types, combined from all classifiers and varieties of fea-
ture vectors.

Participants rated the generated animations very high in
satisfaction, with an average of 4.67 out of 5. Most partic-
ipants did not comment about any discrepancies between
their performances and the animations, indicating that the
treatment of the input as gestural was appropriate. However,
after the study was completed, one participant remarked that
the animations seemed generally faster than their perfor-
mances, while one other participant said the opposite: that
animations seemed generally slower than the performances.
To examine the potential discrepancies in timing between
the performances and the animations, the ratios of the ani-
mation and performance durations and contact frequencies
were examined, as shown in Figure 12.

Figure 12: Histograms of the ratio between duration (left)
and contact frequency (right) for each generated animation
and its corresponding performed finger motion.

Overall, animations were slightly shorter in duration than
performances, which could indicate that character scale was
overestimated, since a smaller character moving at the same
relative speed would take longer. The contact rate of the an-
imations was also slightly slower. However, given the high
user satisfaction ratings, we are cautious about altering the
animation timing to more closely match; this disparity is
mostly accounted for by the tendency to over-perform the
contact frequency of running to an unrealistic degree, as ob-
served in our first study (Figure 6).

6. Conclusions

We have presented a user-centered approach to the devel-
opment of an interactive animation system based on finger
walking on a touch-sensitive tabletop. An exploratory user
study was conducted which identified finger walking as a
natural and comfortable method of communicating full-body
motion through hand performance. Analysis of this data and
its characteristics led to the development of a gestural perfor-
mance interface using feature-based classification of finger
motions and path-based editing of corresponding full-body
motions. This system was evaluated in a second user study,
which found that motions can be reliably classified using the
feature vector, and satisfying animations can be generated to
match user performance.

Our current system has certain limitations which could
be explored in future work. Our focus on locomotion al-
lows sufficient expression through surface contact, but ad-
ditional information such as hand position, orientation, and
pose could be very useful for expanding the types or styles
of motions which could be recognized.

A system controlled by finger walking could potentially
generate motion in a number of ways different from our
canonical motion editing approach. For example, motion
class specification and a motion path can be used to splice
new motions together using motion graphs [SH07]. Online
motion generation is also possible, which would allow the
user to adjust their technique during their performance.

Finger walking interfaces could also be extended beyond
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our method. Different types of surface interaction could be
studied, to examine, for example, whether finger walking
in a “treadmill” style on a smartphone screen [SKW∗09] is
similar to freeform finger walking on a touch-sensitive table-
top. Including additional features like a second hand (per-
haps to indicate upper body motion, or additional legs for
non-bipeds) or useful props, such as the finger shoes favored
by amateur finger performers online, could extend this inter-
face even further.
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Appendix A: Closest Points of Approach Path Estimation

An approximation of a central motion path can be useful for
a variety of purposes, such as motion analysis and catego-
rization, and path-based motion editing. Our method approx-
imates the motion path from a sequence of contact positions
by attempting to project the contact positions onto the path,
which are then interpolated by a C2 natural cubic spline.

The projected positions are determined by combining a
series of local solutions of the “Closest Points of Approach”
problem: given two contact positions p and q and their ap-
proximate lateral directions u and v, the projected positions
are the closest points along the lines p(t) = p + t · u and
q(t) = q+ t · v (Figure 13).

Figure 13: Solving for the Closest Points of Approach using
contact positions (left) and their corresponding lateral di-
rections (middle) allows the projection of the footprints onto
the motion path to be estimated (right).

To apply this to contact position projection, we assume
that the two steps are laterally equidistant from the central
path, i.e., that ||u|| = ||v||. One lateral direction is negated
if necessary, to ensure that the closest points of approach are
“between” the contact positions (Figure 13). The full process
is described in Algorithm A.

Algorithm 1 CPA(p,q,u,v)
Require: ||u||= ||v||

1: if sgn(u · (p−q)) = sgn(v · (p−q)) then
2: u←−u
3: end if
4: t← (p−q)·(u−v)

||u−v||2
5: return (p+ t ·u,q+ t · v)

The CPA process in Algorithm A is applied to each pair
of subsequent contact positions, yielding one estimate for
the projected positions of the first and last contacts; for all
interior contacts, the projected position is calculated as the
average of its two corresponding estimates. Once the posi-
tions are determined, a C2 natural cubic interpolating spline
can be fit to the projected positions, approximating the mo-
tion path. The lateral directions at each contact position are
determined from the normal vector at the nearest point along
the spline path; the initial lateral directions are determined
from a temporary spline which interpolates the midpoints
between pairs of subsequent contacts.

This path can be iteratively refined by repeating the pro-
cess, using more accurate lateral directions from the current
path to determine a new path. In all of our uses, this pro-
cedure is stable and converges. We have found a useful ter-
mination criteria to be when the maximum change in lateral
direction between iterations drops below a certain threshold;
we used a value of 1 degree. For forward paths, the process
usually converges after 1 iteration; for more complex paths,
3 iterations is the usual maximum. Some results for finger
motion paths are shown in Figure 14.

Figure 14: Our Closest Points of Approach algorithm can
quickly determine a path from footprints for a variety of mo-
tion types and path shapes, such as forward walking (top
left), sharp turns (bottom left), and 180-degree turns (right).

One assumption of this algorithm is that contacts occur in
a generally “forward” direction. While it has not been exten-
sively tested on more erratic motions with significant back-
and-forth components such as dancing, this presents a prob-
lem even during forward motions when double stances oc-
cur (Figure 15, left). A simple solution to this problem is to
“merge” contacts which overlap significantly in time into a
single contact position at their midpoint, and to constrain the
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corresponding path position to this point (Figure 15, right).
We have found that merging contacts when the duration of
the overlap is at least 50% of the duration of either contact
is a suitable criteria for generating appropriate paths.

Figure 15: Imposing a strict ordering on contacts can gen-
erate inappropriate paths for double-stances (left), which is
addressed by merging contacts which overlap significantly
in time (right).
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