
Abstract 

Developing a learner model containing an accurate 
representation of a learner’s knowledge is made 
more difficult in distributed learning environments 
where the learner uses multiple applications and re-
sources to accomplish learning tasks.  To help re-
duce this difficulty we describe a semantic web ap-
proach to representing student models based on 
distributed student data.  We also present a pro-
posal for revising those student models based on 
arbitrary, web-based learner actions. 

1 Introduction 

Current online learning is described as often taking place in 
an 'adaptive learning community' [Gaudioso and Boticatio, 
2003] in which online learners use a wide variety of re-
sources to help them perform their problem-solving tasks. 
These resources include a wide variety of web-pages, instant 
messaging, online discussion and peer-help tools.  In this 
paper, we present an integrated learner modelling architec-
ture using RDF, RDFS and SOAP that effectively stores and 
transmits learner information from multiple sources. 

The outline of this paper is as follows: Section 2 de-
scribes the development of a RDF/RDFS based learner 
model for a first-year computer science class and the use of 
the Massive User Modelling System (MUMS) [Brooks et 
al., 2004] which allows the collection of learner modelling 
information from diverse application sources for use by our 
learner models.  Section 3 describes how the integrated sys-
tem is currently deployed for hundreds of students while 
Section 4 discusses our future goals including the use of 
information retrieval techniques with MUMS to update our 
learner models. 

2 Granular Learner Models with RDF and 

RDFS 

The first challenge for a learner modelling system in a dis-
tributed learning environment is to effectively attach mean-
ing to the learner data it is receiving.  Using RDF to model 
learners has many advantages for this task.  First, RDF is a 
well-specified semantic data model that can be easily serial-

ized between systems, allowing easy sharing of learner 
models and learner information between interested compo-
nents.  Second, popular RDF packages such as Jena
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for the easy manipulation of RDF graphs, including reason-
ing capabilities that allow a modelling component to make 
inferences regarding learners over multiple ontologies.  Fi-
nally, RDF is able to refer to an arbitrary number of ontolo-
gies within a single graph.  This allows a student modelling 
component to accurately model many different aspects of a 
learner by combining statements that use different ontolo-
gies in the same graph. The learner modelling component 
that we have developed uses multiple RDF schema (RDFS) 
ontologies to define the classes and relationships contained 
in RDF graphs that act as student models.  The two main 
ontologies we have encoded in RDFS to express learner 
model information are listed below. 

1. Granularity Hierarchies.  To define concept maps for 
the domains being studied by the learners in our system, we 
use the granularity hierarchy formalism which is an ex-
tended semantic network that defines both specialization 
and aggregation relationships between topics [McCalla et 
al., 1992]. In the granularity hierarchy formalism, a K-
Cluster represents a particular semantic aggregation of top-
ics while an L-Cluster represents a particular semantic spe-
cialization of a topic.  A topic can have more than one K-
Cluster and/or L-Cluster relationship.  The major advantage 
granularity hierarchies provide in terms of domain model-
ling is the ability to represent a domain at multiple levels of 
detail simultaneously.  Currently, a domain map has been 
developed using this method that completely models the 
topics within a first-year Computer Science course at the 
University of Saskatchewan (Figure 1).  This domain map 
contains over five-hundred topic nodes and thousands of 
granularity hierarchy relationships between them.  

2. Ontology of Learning Outcomes.  For purposes of 
learner modelling, a concept map is not enough; the knowl-
edge of particular learners must be added to instantiations of 
the map.  Student knowledge of a topic can be represented 
as an increasing degree of proficiency as detailed by 
Bloom's taxonomy [Bloom, 1956].  We have developed an 
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RDFS version of the taxonomy encompassing its eight lev-
els of knowledge ranging from Knowledge (basic recall) to  
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Figure 1.  Section of a Granular Learner Model 

 

Evaluation (assess and contrast).  To build learner models 
of real learners, quizzes have been developed for an online 
version of the first-year Computer Science course modeled 
above.  Answers to questions are annotated with the topic(s) 
that they cover and the Bloom’s level of knowledge that will 
be demonstrated if they are answered correctly. 

2.1 MUMS: Collecting Distributed Learner Mod-

elling Data 

MUMS is an event system designed to collect and distribute 
notifications of user actions from the applications where 
they happen to interested third parties [Brooks et al., 2003].  
Applications that generate events are called Producers, 
applications that receive events are called Consumers or 
Modellers, and the application that routes messages from 
Producers to Consumers is called a Broker.  Filters act as 
intermediaries between the Broker and Consumers, and pro-
vide miscellaneous security, routing and reasoning services.  
Consumers send event subscription requests (or queries for 
archival user information) to the Broker and then receive 
user events as they happen in real-time. 
 There are three design principles underlying the MUMS 
system: interoperability, extensibility and scalability.  Inter-
operability is necessary because of the diversity of applica-
tions that are involved in generating and consuming user 
events.  Interoperability is ensured in MUMS in two ways.  
The first is by an implementation in of the Web-Services 
Events (WS-E) [Catania et al., 1985] specification in 
WSDL, with a SOAP binding.  This specification details the 
type and format of messages that should be sent between 
components in a web-service based event system.  The use 
of web-service standards enables a language and system-
neutral transport protocol for event messages.  The second 
way interoperability is ensured in the MUMS system is by 
the use of RDF statements as the payload of each notifica-
tion.  RDFS or OWL schemas provide the ontologies for the 
RDF payloads and allow the various applications on the 
MUMS network to have a shared semantic understanding of 
user events.  Extensibility is an important feature of the 
MUMS network because Modellers and Producers are vola-
tile and may be online or offline at any given moment.  Ex-
tensibility is provided for by the subscription mechanism of 
the MUMS system.  Consumers send subscription requests 
in RDQL to the broker regarding arbitrary events (usually 
involving certain users or groups of users) and receive 
events generated by applications across the MUMS network 
that match the subscription request.  Another mechanism 
ensuring extensibility is the lightweight API that easily al-
lows components to talk to the MUMS network.  Scalability 
is ensured by the distributed nature of the network and the 
clustering capabilities inherent in the router design. 

3 The Integrated Modelling Network  

The learner modelling component we have developed is a 
consumer on the MUMS network, with a separate instantia-
tion of the domain model for each learner.  As the MUMS 
events are encoded in RDF, they are simple for the model-



ling component to either add directly on to the existing RDF 
learner model or to use them as the input for inference.  Cur-
rently, the learner modelling system is deployed for a first-
year Computer Science course at the University of Sas-
katchewan that has around three-hundred students enrolled, 
thirty-five of them through an online version of the course.  
The learner modelling system takes as inputs the answers to 
quizzes in the online course, as mentioned previously, as 
well as the learners’ other actions in the online course, such 
as a reading a lesson or working with an interactive pro-
gram.  In addition, all of the students’ activities on an online 
class discussion board are sent over the MUMS network and 
received by the learner modelling component.  A MUMS-
enabled web proxy is also available for use in research stud-
ies.  While we are just starting to build the learner models 
for the first time, the combination of our RDF-based user 
messaging system and our RDF learner models has been 
effective in combining distributed sources of learner infor-
mation into coherent and accessible learner models. 

4 Next Steps: Using Information Retrieval 

Techniques for Student Model Updating 

Once the events about a student’s behaviour have been 
transmitted to a student modelling system by the MUMS 
network there still exists the difficult problem of determin-
ing what relevance those events have in relation to its un-
derstanding of the learner’s knowledge and plans.  One al-
ready-implemented approach to translating events was dis-
cussed in the last section where the answers to quiz ques-
tions have pre-determined mappings to learner knowledge 
assessments.  However, the MUMS network is able to 
transmit information from any arbitrary application, includ-
ing ones where learner actions are not pre-analyzed.  The 
remainder of this section will detail a proposed general ap-
proach to translating events involving a learner’s interaction 
with text-based resources, such as web pages and message 
board postings, to appropriate learner model revisions. 
 Assuming a learner model like that discussed in Section 
2, a learner’s reading of a web page will have to be trans-
lated into an update of the model’s understanding of the 
learner’s domain knowledge.  The way in which a textual 
resource view has to be interpreted in terms of the learner’s 
knowledge gain can be further decomposed into two sepa-
rate problems: determining the topic(s) of the textual re-
source and determining the amount of knowledge the 
learner has gained from the resource.  One way in which the 
topic of the web page can be determined is by associating a 
representative piece of text with each knowledge node in the 
domain model and then using an appropriate information 
retrieval technique such as vector scoring to determine 
which topic the web page is most likely to be about.  Deter-
mining the knowledge gain of the learner resulting from 
his/her viewing the text resource is trickier because the gain 
would vary based on the attention the learner paid to the 
resource, the quality of the resource, and other factors which 
would not generally be known to the student modelling sys-
tem.  To gather relevant data for this task, a study is being 

designed that will use MUMS events from the online course 
and the associated online discussion board that are hooked 
into the MUMS systems as producers, generating events 
each time a learner interacts with them.  In addition, any 
other web-based resources that the users of the study access 
will generate events on the MUMS network through the 
MUMS-enabled web proxy.  The tests in the online course 
are divided into pre and post-lesson components, and the 
resulting change in the learner’s knowledge as discovered 
by the tests can then be correlated with the web resources 
they have viewed.  
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